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1. Introduction

Conducted annually, the National Survey on Drug Use and Health (NSDUH) isthe
primary source of information on the prevalence, patterns, and consequences of alcohol, tobacco,
and illegal drug use and abuse among all U.S. civilian, noninstitutionalized residents of the 50
States and the District of Columbia, aged 12 or older. In the 2013 NSDUH, this population
included residents of noninstitutional group quarters (e.g., shelters, rooming houses, dormitories,
and group homes) and civilians residing on military bases. The target population excluded people
with no fixed household address (e.g., homeless or transient people not in shelters), residents of
institutional group quarters (e.g., jails and hospitals), children younger than 12, and active
military personnel. Asit has since 1999, the 2013 NSDUH utilized a 50-State, multistage cluster
design that enables the Substance Abuse and Mental Health Services Administration (SAMHSA)
to provide representative estimates for each State and the District of Columbia. Both direct and
model-based State and substate estimates are produced on a variety of measures based on a
combination of multiple years of data.

This report focuses on the editing and statistical imputation procedures that were applied
to respondent data for the 2013 NSDUH. Logical editing uses data from el sewhere within the
same respondent's record to reduce the occurrence of missing or ambiguous data or to resolve
inconsistencies between related variables. Imputation is defined as the replacement of missing
values with valid, nonmissing values. Statistical imputation usually involves some randomness to
preserve the natural variability in the data.

1.1 Organization of the NSDUH Questionnaire and Overview of Content

The 1999 survey marked the transition from data collection based on paper-and-pencil
interviewing (PAPI) to computer-assisted interviewing (CAl).! Since then, the NSDUH data have
been collected using CAl, which allows a private mode of data collection for respondents to
answer questions pertaining to drug use and other sensitive topics.

The CAl interview is organized by modules. "Modules® in the NSDUH questionnaire
refer to sections that are organized together by mode of administration, content, and routing
logic. For example, the alcohol module includes an initial question that asks whether respondents
ever had adrink of an alcoholic beverage. Respondents who report that they have ever used
alcohol are asked additional questions about their age when they first used alcohol, when they
last used acohol, and (if relevant) their use of alcohol in the 12 months or 30 days prior to the
interview. Respondents who do not report lifetime alcohol use are routed to the next module,
which pertains to marijuana use.

The first module consists of questions about certain demographic characteristics,
including birth date (which is used to determine a respondent's age), gender, marital status,
Hispanic/Latino origin, racial group, and education level (highest grade completed). Computer-
assisted personal interviewing (CAPI) is used for these questions, a process in which

1 CAl specifications for the 2013 NSDUH are available at
http://www.samhsa.gov/data/sites/defaul t/filessNSDUH2013M RB/NSDUH2013M RB/NSDUHmMrbCA I quex2013.pdf.
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interviewers read the questions and respondents give their answers aloud to the interviewers,
who then enter the responses into the computer. The logic for determining which questions the
interviewers should ask is controlled by the computer program based on the responses to
previous questions that interviewers enter into the computer. Consequently, interviewers can
concentrate on asking questions and recording respondent answers, without having to concern
themselves with comprehending and following skip pattern instructions.

Following completion of these demographic questions, interviewers orient respondents
about the use of specific features of the laptop computer and use of headphones for listening to
questions. Respondents then complete a brief tutorial on answering self-administered questions,
which are administered through use of audio computer-assisted self-interviewing (ACASI).
ACASI is used for the majority of questions in the interview and is particularly useful for
collecting data about sensitive topics such as substance use, problems associated with substance
use, risk and protective factors related to substance use, and mental health issues.

In the ACASI portion of the interview, respondents can read the questions on a computer
screen and also are encouraged to listen to an audio recording of the questions on headphones.
Respondents then enter their answers directly into a laptop computer. These features of ACASI
prevent interviewers or others in the household from knowing what questions the respondents are
being asked and how they are answering. The availability of audio recordings of the questions is
especially useful for respondents with limited reading ability because they can listen to the
questions instead of having to read them.

Once respondents complete the ACASI portion of the interview, they turn the laptop
computer back over to the interviewer. Remaining interview questions are administered through
CAPI. Topics in the remainder of the interview include immigrant status (i.e., whether
respondents were born in the United States), State residency in periods prior to the interview,
current education status, employment status and workplace issues, household characteristics,
health insurance coverage, and income.

In addition, the CAI instrument consists of core and noncore modules. Core modules,
such as those pertaining to key demographic characteristics and substance use, have been
designed to stay relatively constant from one year to the next to permit measurement of trends in
drug use across time. Table 1.1 summarizes the content of core modules in the 2013 NSDUH
interview, including the mode of administration. For prescription psychotherapeutic drugs (i.e.,
pain relievers, tranquilizers, stimulants, and sedatives), the questionnaire asked about
"nonmedical" use. Nonmedical use is defined in NSDUH as use of a drug without a prescription
of the respondent's own or use only for the experience or feeling that the drug caused. In
addition, for the questions for lifetime nonmedical use of prescription drugs, respondents were
shown printed "pill cards" with pictures of prescription drugs for questions in the module to aid
respondents in answering the questions.



Table 1.1

Content of Core Modules in the 2013 NSDUH Interview

Module

Content

Mode of Administration

Core Demographics

Age

Gender

Hispanic/Latino origin and race
Marital status

Military service

Highest educational grade
Perceived health status

Interviewer administration
using CAPI

Tobacco

Lifetime use or nonuse of the following:
- Cigarettes

- Snuff

- Chewing tobacco

- Cigars

- Pipe tobacco

Additional questions for lifetime users

Self-administration using
ACASI

Alcohol

Lifetime use or nonuse
Additional questions for lifetime users

ACASI

Marijuana

Lifetime use or nonuse
Additional questions for lifetime users

ACASI

Cocaine and Crack

Lifetime use or nonuse of the following:

- Any cocaine

- Crack cocaine (if lifetime cocaine user)
Additional questions for lifetime users

ACASI

Heroin

Lifetime use or nonuse
Additional questions for lifetime users

ACASI

Hallucinogens

Lifetime use or nonuse of seven hallucinogens,
including any other hallucinogen besides the ones
that had been listed

Additional questions if lifetime use reported for any
of the seven specific hallucinogens

ACASI

Inhalants

Lifetime use or nonuse of 11 specific types of
inhalants for kicks or to get high, including any other
inhalant besides the ones that had been listed
Additional questions if lifetime use reported for any
of the 11 specific inhalants

ACASI

Pain relievers

Lifetime use or nonuse of any of 28 specific
prescription pain relievers that were not prescribed
or were taken only for the experience or feeling (i.e.,
"nonmedical" use), including any other prescription
pain reliever besides the ones shown to the
respondent

Additional questions if lifetime nonmedical use
reported for any of the specific pain relievers

ACASI, plus a printed "pill
card" showing pictures of
specific pain relievers to aid
respondent recall

Tranquilizers

Lifetime nonmedical use or no nonmedical use of
any of 22 specific prescription tranquilizers,
including any other prescription tranquilizer besides
the ones shown to the respondent

Additional questions if lifetime nonmedical use
reported for any of the specific tranquilizers

ACASI, plus a printed pill
card showing pictures of
specific tranquilizers to aid
respondent recall




Table 1.1 Content of Core Modules in the 2013 NSDUH Interview (continued)

Module Content Mode of Administration

Stimulants o Lifetime nonmedical use or no nonmedical use of ACASI, plus a printed pill
any of 19 specific prescription stimulants or types of | card showing pictures of
stimulants (e.g., prescription diet pills), including specific stimulants to aid
methamphetamine (which often is illegally respondent recall

manufactured) and any other prescription stimulant
besides the ones shown to the respondent

e Additional questions if lifetime nonmedical use
reported for any of the specific stimulants or types

Sedatives o Lifetime nonmedical use or no nonmedical use of ACASI, plus a printed pill
any of 15 specific prescription sedatives or types of | card showing pictures of
stimulants (e.g., barbiturates), including any other specific sedatives to aid
prescription sedative besides the ones shown to the respondent recall
respondent

o Additional questions if lifetime nonmedical use
reported for any of the specific sedatives or types

ACASI = audio computer-assisted self-interviewing; CAPI = computer-assisted personal interviewing.

In contrast to the core modules, the content of noncore modules can change across years
to measure new or developing topics of interest or to rotate certain topics in or out of the
interview. In noncore sections, therefore, questions or entire modules can be added or deleted, or
the wording of existing questions can change from one year to the next. The topics that are
covered in noncore modules also can show more variation than the topics that are included for
the core modules. As shown in Table 1.2, for example, there were 18 noncore ACASI modules in
2013 that covered topics such as injection drug use, perceptions of risk and availability for
different substances, substance use disorders (i.e., dependence or abuse), arrests and driving
under the influence of alcohol or illicit drugs, treatment for substance use problems, physical
health conditions, risk and protective factors for substance use among adolescents, and mental
health issues.

Table 1.2 Content of Noncore ACASI Modules in the 2013 NSDUH Interview

Module Content
Special Drugs

Routes of heroin administration (i.e., smoking, sniffing, injection)

Injection of methamphetamine, other stimulants, cocaine, or other drugs
Additional methamphetamine questions

General injection use behaviors

Miscellaneous drugs (e.g., Adderall®, Ambien®, cough and cold medications)

Risk/Availability

Perceived risk of harm associated with use of cigarettes, alcohol, or specific illicit
drugs

Perceived availability of illicit drugs

Miscellaneous risk behaviors (e.g., seatbelt use)

Blunts

Use of cigars with marijuana in them (i.e., "blunts")
Use of marijuana that had been recommended by a doctor or other health care
professional

Substance Dependence
and Abuse

Nicotine (i.e., cigarette) dependence
Symptoms of dependence and abuse for alcohol and illicit drugs, including
nonmedical use of prescription drugs




Table 1.2 Content of Noncore ACASI Modules in the 2013 NSDUH Interview (continued)

Module

Content

Special Topics

Arrests in the lifetime and past 12 months

Probation and parole status, past 12 months

Driving under the influence of alcohol or illegal drugs
Knowledge of State laws for marijuana possession

Market Information for
Marijuana

How respondents who used marijuana in the past 12 months obtained marijuana,
including price/value information for marijuana that was purchased or obtained
through a trade

Prior Substance Use

Use of marijuana, cigarettes, alcohol, or cocaine more than 12 months ago but within
the past 24 months

Last use of substances included in the core drug section (see Table 1.1) if not used in
the past 30 days

Sources of prescription drugs and methamphetamine

Sequence of initiation of cigarettes, alcohol, and marijuana for adolescents aged
12t0 17

Substance Treatment

Treatment for use of alcohol or illicit drugs (i.e., not counting tobacco) in the lifetime
and past 12 months

Perceived need for treatment for use of alcohol or illicit drugs

Barriers to receiving treatment for use of alcohol or illicit drugs

Health Care

Pregnancy status of females aged 12 to 44

Emergency room visits and hospitalizations in the past 12 months
History of specific medical conditions

Height and weight

Outpatient medical visits in the past 12 months

Conversations about tobacco, alcohol, or illicit drug use with health care
professionals in the past 12 months

Adult Mental Health
Service Utilization

Administered to respondents aged 18 or older

Use of inpatient or outpatient mental health services in the past 12 months
Payment for inpatient or outpatient mental health services

Use of prescription medication to treat a mental health condition

Unmet demand for mental health services

Use of alternative sources for mental health treatment

Social Environment

Administered to respondents aged 18 or older

Moves in the past 5 years

Specific illegal behaviors regardless of arrest (e.g., selling illegal drugs)
Attitudes about marijuana use

Religious involvement and beliefs

Parenting Experiences

Administered to parents when two people were selected for an interview and the
second selected person was an adolescent

Beliefs about whether their child has used tobacco, alcohol, or drugs

Talks with their child about substance use

Attitudes about drug education

Youth Experiences

Administered to respondents aged 12 to 17

Moves in the past 5 years

Risk and protective factors for substance use

Fighting and delinquent behaviors

Attitudes and perceptions of others' attitudes about substance use
Exposure to drug prevention messages

Religious involvement and beliefs




Table 1.2 Content of Noncore ACASI Modules in the 2013 NSDUH Interview (continued)

Module Content

Mental Health Administered to respondents aged 18 or older
Psychological distress in the past 30 days or past 12 months
Impairment in carrying out activities because of psychological distress

Suicidal thoughts and behavior

Adult Depression Administered to respondents aged 18 or older
Symptoms of depression in the lifetime and past 12 months
Impairment in carrying out activities because of depression symptoms

Treatment for depression

Youth Mental Health ¢ Administered to respondents aged 12 to 17
Service Utilization e Use of mental health services in the past 12 months
e Reasons for receiving mental health services from specific sources

Adolescent Depression

Administered to respondents aged 12 to 17

Age-appropriate questions for symptoms of depression in the lifetime and past 12

months

e Age-appropriate questions for impairment in carrying out activities because of
depression symptoms

e Treatment for depression

Consumption of e Number of drinks on the last occasion of alcohol use in the past 30 days

Alcohol e Underage alcohol use

e Alcohol use in combination with illicit drugs

e Initiation of consumption of five or more drinks on an occasion (i.e., binge alcohol
use)

e Females' consumption of four or more drinks on an occasion

ACASI = audio computer-assisted self-interviewing.

1.2 Overall Data Quality Issues with CAI

Conversion of the NSDUH interview from a paper-and-pencil format (PAPI) to a
computer-assisted format (CAI) greatly reduced or in some cases eliminated the following data
quality problems:

* illegible responses, multiple marks, or out-of-range values;

* item nonresponse (i.e., missing data);

* incorrectly executed skip patterns; and

* inconsistencies among related variables.

For example, when a question's instructions ask respondents to choose only one answer,
PAPI respondents nevertheless are physically able to mark multiple answers. This cannot occur
in the CAI because the computer program will permit entry of only one response to the item.
Similarly, the CAI has been programmed not to allow out-of-range values for certain items, such
as frequency-of-use items, thereby reducing the amount and types of out-of-range values that
would otherwise need to be addressed through editing. Further, the skip patterns that are
embedded in the CAI were designed to reduce the occurrence of inconsistent data by not giving
respondents the opportunity to provide inconsistent answers. The occurrence of inconsistent data
was further reduced through the use of consistency checks built into the CAI program that
prompted respondents to resolve inconsistencies that occurred between related items.



Despite the potential for improvements in data quality through a CAI instrument, it was
recognized that conversion to CAI would not completely eliminate data problems. For example,
missing data were not completely eliminated because CAI respondents still had the option of
entering a response of "don't know" or "refused" when answering a given item. Similarly, even
though consistency checks were designed to reduce inconsistent reporting, the CAI program was
not equipped to address every possible inconsistent report that a respondent could make. Finally,
in some situations, conversion to CAI could introduce new data quality issues. As discussed in
Section 2.3.2 in Chapter 2, for example, the lack of direct interviewer monitoring could allow
some respondents to use the computer keyboard to enter nonsensical patterns of answers for
reasons such as accidental errors or disinterest.

1.3  Organization of this Report

The material in this report combines two sections from versions of the NSDUH
Methodological Resource Book (MRB) prior to the 2012 survey: Section 10, which addressed
logical editing and coding of variables, and Section 11, which addressed the statistical
imputation procedures that were applied to variables that underwent additional processing. These
two sections have been combined since the 2012 MRB for several reasons.

First, editing and imputation are closely related, and combining the reports affords the
opportunity to remove redundant information.? Second, structuring the report in this manner is
designed to aid readers in following the "life cycle" of NSDUH data, starting with a respondent's
answers to NSDUH questions, how the variables that capture these answers are edited, and,
where applicable, how the data are imputed after having been edited. Third, in MRBs prior to
2012, some documentation of editing procedures appeared in Section 11 instead of in Section 10;
thus, readers who were primarily interested in documentation of the editing procedures that were
applied to certain variables had to check two MRB sections to locate that information rather than
just one.

Preliminary coding and processing of unedited data after interviewers transmitted the
data from the field as well as the general principles of logical editing are discussed in Chapter 2
of this report. The predictive mean neighborhood (PMN) imputation methodology, which is used
to impute NSDUH data, is described in detail in Chapter 3. It is recommended that readers first
review Chapters 2 and 3, as these two chapters provide a foundation for Chapters 4 through 11,
The information in both chapters helps to set an appropriate context for readers as they review
the documentation for the specific editing and imputation procedures that were employed on a
particular variable set.

Following these initial chapters, Chapters 4 and 5 address the editing and imputation
procedures that were applied to the CAI core and noncore demographic variables, respectively.
Editing and imputation procedures for the core substance use variables are discussed in Chapter
6, and Chapter 7 addresses the editing procedures for the noncore self-administered variables.
Chapter 7 also discusses the imputation procedures for cigarette dependence,® which differ from

2 The similar themes running through Appendices B and E of this report provide a good illustration of the
close relationship of editing and imputation. In particular, the edits listed in Appendix B and the logical constraints
listed in Appendix E overlap substantially.

3 This term is referred to in imputation reports prior to 2012 as "nicotine dependence."



the procedures used for other drug variables. Chapter 8 describes the edits that were applied to
the household roster, the creation of imputation-revised versions of the roster-derived household
composition variables, and the creation of respondent-level variables with individual roster
information. Chapter 9 summarizes the editing and imputation procedures that were applied to
the income variables. Procedures for logical editing and imputation of missing values in the
health insurance variables are described in Chapter 10. The editing and imputation processing of
the pair relationship variable and related household count variables are detailed in Chapter 11.

This report also contains 12 appendices. Appendix A of this report is identical to
Appendix A of the 2013 Editing and Imputation Evaluation Report (Center for Behavioral
Health Statistics and Quality, 2014a). It contains a number of tables that quantify the amount of
imputation and logical assignment (i.e., editing) that selected analytic variables underwent during
imputation processing in 2013. Appendix B provides a summary of data issues and the specific
edits that were applied in response to these issues for the noncore demographic, core drug use,
and noncore self-administered variables. Appendix C provides details on the handling of
"OTHER, Specify" responses to the race and Hispanic/Latino group questions so that the data
could be summarized in a meaningful way. The covariates in each of the imputation models are
listed in Appendix D. The tables in Appendix D also include (1) the starting list of covariates for
each model and (2) descriptions of each level and identification of the reference level for
categorical covariates. Appendix E provides details on each final hot-deck step in the imputation
procedures. The quality control measures used in the imputation procedures are summarized in
Appendix F. Reasons that interviewers gave for overriding consistency checks in the household
roster are presented in Appendix G, along with evaluations of their legitimacy and the resulting
actions in editing the roster. The rules for determining pair relationships are defined in Appendix
H. The conditions used for reconciling differing multiplicity counts between pair members are
described in Appendix I, and the conditions used for reconciling differing household-level
person counts between pair members are described in Appendix J. Appendix K details the
priority conditions for creating household-consistent covariates. Appendix L contains detailed
information about household-level and person-level eligibility and the completeness criteria used
to construct the household-level and person-level files.

1.4 Changes from the 2012 Survey to the 2013 Survey

This section summarizes the changes in editing and imputation procedures implemented
on the NSDUH since the 2012 survey year. It is intended for analysts who have had previous
experience with the data. Those with little or no prior experience with NSDUH data are
encouraged to review Chapters 2 and 3 before reviewing this section. Before making a change to
the editing and imputation process, a careful assessment of the impact of the change is done to
determine what, if any, effect the change would have on the estimates. The impact assessment
involves applying the new process to the previous year's data and comparing the results. For
variables whose creation has a stochastic component, the new process is run at least three times
to assess whether the results are directly attributable to the new process or whether they could be
due to random variation.

Overall, there were no appreciable changes to the editing procedures and only minor
changes to the imputation procedures. The changes to the imputation procedures are described in
three sections below. The first section describes changes that were implemented to handle



atypical cases appearing in the 2013 data. The second section describes two modifications that
reduced the time required to process the data, with little impact on the final imputation-revised
variables. Finally, the third section lists a few minor corrections and improvements that also had
little impact on the final imputation-revised variables. The changes described in these three
sections were implemented during the normal imputation process.

1.4.1 Changes to Accommodate Questionnaire Changes

In the 2013 questionnaire, two new response categories were added to the question about
race (QDO05) in response to new U.S. Department of Health and Human Services standards of
data collection called for by the Affordable Care Act. The response options now include
"Guamanian/Chamorro" and "Samoan." To accommodate this change, two new imputation-
revised variables were created along with their corresponding imputation indicators: IRRACEGC
for Guamanian/Chamorro and IRRACESM for Samoan. The change to QD05 also affected the
creation of the "Other Pacific Islander" variable IRRACEPI. Prior to 2013, IRRACEPI covered
Pacific Islanders who were not Native Hawaiian. Beginning in 2013, the variable name was
changed to IRRACPI2 and now covers Pacific Islanders who are not Native Hawaiian,
Guamanian/Chamorro, or Samoan. Despite the change to the questionnaire, the levels of the
detailed race variable IRNWRACE were not changed. Guamanian/Chamorro and Samoan
respondents continued to be treated as Other Pacific Islanders. Therefore, little to no impact is
expected on the race/ethnicity variables IRNWRACE, NEWRACE1, NEWRACE2, EXPRACE,
and EXPRACE2. See Sections 4.2.7 and 4.3.2 for detailed descriptions of the race editing and
imputation procedures.

1.4.2 Changes to Streamline Imputation Procedures

In 2013, four measures to streamline the editing and imputation process were undertaken
and are described below.

The first enhancement involved the elimination of the "Old Method" health insurance
variables* from the analytic file, which shortened the overall processing cycle in 2013 for these
variables. Since 2002, when questionnaire changes made to the Health Insurance module
introduced comparability issues with the health insurance variables created prior to that year, two
sets of edited and imputed health insurance variables have been created and maintained. The first
set, referred to as the "Old Method" health insurance variables, was created to preserve
continuity with the pre-2002 questionnaires. The second set, created using the "Constituent
Variables Method," used all relevant questions in the questionnaire beginning in 2002 (and
continuing to the present). Given that 2002 was a new baseline year, analysts were cautioned
against analyzing data by combining or comparing pre-2002 survey years with 2002 and beyond.
This was an important consideration for potential trend analyses in the first few years following
the questionnaire changes made in 2002. However, with the passage of time since then, the
analytic utility of these "Old Method" health insurance variables has diminished and could be a
source of confusion for analysts. Therefore, the "Old Method" health insurance variables were
dropped from the analytic file in 2013 and will not be created in future survey years.

4 This terminology was introduced in the 2002 NSDUH MRB imputation report. For the most recent
example, see Frechtel et al. (2013).



Another streamlining change was made to the income processing procedures in 2013.
The income-related variables that undergo imputation are separated into two imputation sets, as
described in Section 9.3. The first set involves the imputation of all the binary income variables
(i.e., "Yes-No" questions about the following sources of income: social security, supplemental
security income, welfare cash assistance, welfare noncash assistance, wages, and food stamps®),
the number of months on welfare, and a Yes-No question regarding whether the respondent’s
income or the respondent’s household family income was $20,000 or more. This set of variables
is processed using the single response propensity (RP)/multiple prediction (PRD) type of PMN
imputation (Section 3.4.3). After an initial RP step, the variables in the first set are processed
sequentially with a PRD step and a provisional imputation step. The provisional imputation
allows for variables earlier in the sequence to be used as covariates in the modeling step for
variables later in the sequence. However, these provisionally imputed variables are not used in
the final multivariate hot-deck step. Therefore, the last variable in the set does not need to
undergo a provisional imputation step; only the PRD step does. Prior to 2013, the last variable in
the sequence, that is, whether the respondent’s income or the respondent’s household family
income was $20,000 or more, underwent a provisional imputation step that was unnecessary.
Beginning in 2013, this step was no longer performed.

Another change to the income imputation procedures was implemented in 2013 to
improve efficiency and transparency. Many imputation procedures share common SAS programs
when possible. This practice allows for changes to be implemented more efficiently and reduces
the likelihood of errors. Prior to 2013, the binary source of income variable for whether a family
received food stamps used a provisional hot-deck program that was separate from the remaining
binary source of income variables. Beginning in 2013, these separate programs were combined
into a single SAS program, and therefore the stand-alone program for food stamps no longer
needed to be run.

Finally, a change was made to the imputation procedures for the drug variables to utilize
resources more efficiently and ultimately reduce the amount of time required to process these
variables. The drug variables are imputed in a particular sequence that allows for drugs imputed
earlier in the sequence to be used as covariates for drugs imputed later in the sequence (Section
6.3). Prior to 2013, all measures (i.e., recency, 30-day frequency and/or 12-month frequency, and
age at first use and date of first use) for a particular drug were imputed prior to moving on to the
next drug. However, the imputed age-at-first-use and date-of-first-use variables for a given drug
are not used as covariates in the recency and frequency models of subsequent drugs. Beginning
in 2013, this fact was exploited to allow greater parallel processing of the drug variables. For
example, after the recency and frequency variables for inhalants had been imputed, the team
began processing the recency and frequency variables for the next drug in the sequence,
marijuana, while simultaneously processing the age-at-first-use and date-of-first-use variables for
inhalants. In 2013, the overall effect of these enhancements reduced the number of days required
for imputation of drug variables by more than 25 percent when compared with 2012.°

> The 2013 NSDUH asked about receipt of food stamps. The program name is now called the Supplemental
Nutrition Assistance Program (SNAP).

¢ Data processing for the 2012 NSDUH took 33 days, whereas processing for the 2013 survey took only 23
days.
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1.4.3 Changes Involving Minor Corrections and Enhancements

Seven changes were made to the 2013 imputation procedures and accompanying
documentation that involved minor corrections or enhancements. None of these had a significant
impact on the estimates.

The first correction was related to the health insurance imputation procedures. In 2011
and 2012, the incorrectly calculated predicted means were used in the provisional imputation
steps for the MEDICARE and CHAMPUS (Civilian Health and Medical Program of the
Uniformed Services) variables. As described in Section 10.3.1, the first four imputation-revised
constituent variables were created by taking the following steps.

1. Fit a response propensity model for all four variables combined. Adjust the weights.
2. Fit a prediction model for the first variable, CAIDCHIP.

3. Provisionally impute for missing cases in CAIDCHIP using the predicted means from
the previous step.

4. Fit a prediction model for the second variable, MEDICARE. The imputation-revised
version of CAIDCHIP from step 3 is one of several covariates in this prediction
model.

5. Provisionally impute for cases missing MEDICARE using the predicted means from
the previous step.

6. Fit a prediction model for the third variable, CHAMPUS. The imputation-revised
versions of CAIDCHIP from step 3 and MEDICARE from step 5 are two of several
covariates in this prediction model.

7. Provisionally impute for cases missing CHAMPUS using the predicted means from
the previous step.

8. Fit a prediction model for the last variable, PRVHLTIN. The imputation-revised
versions of CAIDCHIP from step 3, MEDICARE from step 5, and CHAMPUS from
step 7 are three of several covariates in this prediction model.

9. Complete the final imputations for all four variables using the predicted means from
steps 2, 4, 6, and 8.

Because of a programming error in the 2011 and 2012 procedures, the predicted means
from the CAIDCHIP prediction model were used in steps 3, 5, and 7, but they should have been
used only in step 3. As a result, the predicted means for CHAMPUS were slightly affected for a
few cases because they used a covariate that was incorrectly imputed, and the predicted means
for PRVHLTIN were slightly affected for a few cases because they used two covariates that were
incorrectly imputed. Ultimately, the final imputation in step 9 was affected for individuals
missing both CHAMPUS and MEDICARE and for those missing PRVHLTIN and either
CHAMPUS or MEDICARE or both. An impact assessment was conducted to determine the
effect of using the incorrect predicted means in the provisional imputation steps, and it was
found that while the predicted means for the affected cases were slightly different under the
corrected method, the impact on the predicted means was insignificant relative to the randomness
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inherent in the imputation procedures. Based on these findings, the decision was made to correct
the procedure for 2013 and leave the 2011 and 2012 variables unchanged.

The second change involved two minor adjustments that were made to the hot-deck steps
for age at first use for hallucinogens, pain relievers, stimulants, and cocaine, along with their
child drugs. In the context of the NSDUH, the "parent" is the substance associated with the
module as a whole, and the "child" is the subset substance (Section 6.1.2). Examples of such
situations include cocaine (parent) and crack (child), stimulants (parent) and methamphetamine
(child), pain relievers (parent) and OxyContin (child), and hallucinogens (parent) and LSD, PCP,
and Ecstasy (child).

In the first adjustment, one of the logical constraints applied to the pool of donors ensures
that if the recipient has a missing age at first use for the parent drug, he or she will not get an age
at first use for the parent drug that is equal to his or her current age when the frequency of use in
the past year indicates that he or she must have used at least once prior to his or her most recent
birthday. Prior to 2013, this constraint was inadvertently applied to all recipients, not just those
missing the parent age at first use. For example, consider a 25-year-old respondent with a
cocaine age at first use of 20, a missing crack age at first use, and a value for the cocaine 12-
month frequency that suggests that the respondent could not have started using cocaine at age 25.
Before the adjustment in 2013, this respondent was unnecessarily prevented from having a donor
for crack age at first use whose cocaine age at first use was 25. This was corrected for the 2013
processing cycle.

The second adjustment to the hot-deck steps for age at first use involved the matching of
child drug recencies between the donor and recipient whenever the child drug age at first use is
nonmissing and the parent drug age at first use is missing. Prior to 2013, if the recipient was a
past year user of a child drug, then the donor was required to be either a past year user or a
lifetime nonuser of the same child drug. Similarly, if the recipient was a lifetime but not past
year user, then the donor was required to be either a lifetime but not past year user or a lifetime
nonuser. Beginning in 2013, this likeness constraint was changed so that if the recipient was a
past year user of the child drug, then the donor also had to be a past year user of the child drug,
and if the recipient was not a past year user of the child drug, then the donor could not be a past
year user of the child drug.

The third change was related to editing the household composition roster. Each
respondent is asked questions about the age, gender, and relationship to the respondent of every
member of the household. It is not uncommon for the age variable to be missing, particularly
when the respondent is younger than 17. In households where two individuals are NSDUH
respondents, the other pair member often has valid data for those missing ages. Beginning in
2013, the other pair member’s data was used to edit missing roster ages whenever possible.

The fourth change involved terminology. NSDUH documentation uses the terms "past
year" and "past 12 months" interchangeably and "past month" and "past 30 days"
interchangeably. The former term in each pair is often used, especially with respect to recency of
use, but the latter term in each pair matches the language of the questionnaire. In the
documentation of imputation procedures, a decision was made to use the former term in each
pair when discussing recency of use but to use the latter term in each pair for frequency of use.
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As a result of this decision, some of the language in this report has been changed, and comments
were added to the codebooks to inform users that these terms are interchangeable.

The fifth change involved the codebook. For most of the variable groups, there are
separate sections in the codebook for edited and imputed variables. This was not true for the
roster variables: a large number of variables were presented in the same section. Because it is
often the case that analysts select imputation-revised variables because they do not require
treatment for missing values, the "Imputed Roster Variables" section was added to improve
organization and to enable analysts to find these imputation-revised variables more easily.

The sixth change relates to the documentation of the imputation process and affects all
subtasks. For each variable or set of variables to which the PMN imputation method was applied,
two models were run: a response propensity model (Section 3.3.1) and a prediction model
(Section 3.3.2). The covariates used in each model are displayed in Appendix D. Beginning in
2013, covariate-level information from each prediction model was stored in an "imputation
model database."” This is useful for several reasons. First, these results can be used to reduce the
starting list of covariates a priori, which would be an easy way to speed up the procedures
(significant time is spent reducing the covariate lists in order to achieve convergence in the
models during imputation processing). Second, these results can be used to develop starting lists
of covariates for variables that will undergo imputation in the future. Third, the results can be
used to inform decisions on the order in which the variables are processed and the grouping of
the variables into "imputation sets." But fourth, and perhaps most importantly, the results can be
used in analysis. Many of the variables that undergo imputation are of primary interest to
analysts, including drug measures such as recency, frequency, and age at first use. Although
there are some caveats (Frechtel, Ewing, Gulledge, Edwards, & Bose, 2014), the imputation
model results can be mined for analysis ideas, or they can be used to see quickly whether a
hypothesized relationship between variables is likely to exist.

The seventh change to the procedures in 2013 involved the continuing migration of hot-
deck programs to the PMN Hot-Deck Common Code. See Ault et al. (2011) for a description of
the reasons for these modifications. More migrations are planned for 2014 processing as time
and budget allow.

7 These procedures also were run retroactively for 2012. The imputation model database currently stores
prediction model information for both 2012 and 2013.
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2. Proceduresand General Principlesfor
Editing the Computer-Assisted Data

2.1 Introduction

This chapter provides an overview of the procedures and general principles for editing
the computer-assisted interviewing (CAl) data from the National Survey on Drug Use and Health
(NSDUH). Logical editing typically uses data from elsewhere within the same respondent’s
record in a deterministic manner to reduce the occurrence of missing or ambiguous data or to
resolve inconsistencies between related variables.® In contrast, statistical imputation procedures
(see Chapter 3) apply probabilistic (stochastic) statistical methods to identify another respondent
(i.e., a"donor") whose data are used to replace (1) missing valuesin the "recipient” respondent’s
record with nonmissing values from the donor or (2) ambiguous responses in the recipient
respondent's record with more specific information from the donor.

As an example of ambiguous data, the CAl logic requires respondents to report that they
have used a particular substance (e.g., marijuana) at least oncein their lifetime in order to be
asked when they last used it. However, arespondent can report lifetime use but not provide a
definitive answer for when he or she last used the substance. In the subsequent imputation
procedures for this recipient record, a donor isidentified who specifically reported last using the
substance in the past 30 days, more than 30 days ago but within the past 12 months, or more than
12 months ago. Here, the ambiguous answer in the recipient's record for most recent use is
replaced with one of the more specific responses supplied by the donor record.

Section 2.2 describes procedures for initially processing the transmitted NSDUH
interview datato get it in aform for further data processing. Subsequent editing and coding steps
are described in Section 2.3. The final section in this chapter, Section 2.4, discusses additional
principles of data processing and editing that were applied once the transmitted interview data
had been processed and cases with questionable data had been identified.

2.2 Initial Processing of Transmitted NSDUH Interview Data
The collected interview data were transmitted from the field as ASCI| files, and daily

SASP datasets were created from these files. This daily processing included the following
activities as part of the creation of initial unedited interview datafiles:

8 There are afew situations where data from outside the respondent's record is used in logical editing. For
example, some editing procedures involve data from the screener where an eligible member of the dwelling unit
reports basic information about all members of the dwelling unit. Further, in situations where two members of the
same dwelling unit are selected for the survey and complete the interview, data from the second respondent's record
may be used in logical editing of some variablesin the first respondent's record, or vice versa. This procedure alows
use of information from both respondents to determine relationships among household members.
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» assignment of standard NSDUH missing data codes (Section 2.2.1),
* remapping of responses to "enter all that apply" questions (Section 2.2.2), and

* identification of "usable" cases (Section 2.2.3).

Each day's processed SAS dataset was merged with the transmitted data to date until the end of
the quarter (e.g., January through March = Quarter 1) when a cumulative data file (Section 2.2.4)
was produced that contained all transmitted cases from that quarter.

2.2.1 Assignment of Standard NSDUH Missing Data Codes

A key activity in the initial processing of transmitted unprocessed interview data involved
the assignment of standard NSDUH missing data codes. The Blaise program for the CAI
instrument uses a code of 8 (or 98 or 998, etc.) to denote responses of "refused" and a code of 9
(or 99 or 999, etc.) to denote responses of "don't know." However, in the NSDUH, a code of 98
is used to indicate when a variable is blank (i.e., not answered), and a code of 99 is used in
editing procedures to indicate when the variable corresponding to a question was legitimately
skipped. Therefore, the codes for missing data that were supplied by the Blaise program were
replaced with the standard NSDUH codes for "don't know" (DK) and "refused" (REF).
Assignment of codes as part of the editing procedures to indicate when a question was
legitimately skipped is discussed in Section 2.4.2.

The following standard codes for missing data were relevant to the 2013 CAI data,
depending on the number of digits for a given variable:

* 94 (or 994 or 9994, etc.) = DON'T KNOW (DK);
* 97 (or997 or 9997, etc.) = REFUSED (REF); and
* 98 (or998 or 9998, etc.) = BLANK (i.e., nonresponse [NR]).

Blanks were the default code for missing data if questions were not answered because of the CAI
skip logic or if respondents broke off the interview before reaching a particular question. Section
2.4.3 describes situations in which variables retained codes of blank when respondents answered
"don't know" to a question that governed CAI skip logic. Section 2.4.2 describes situations in
which codes of blank in the unedited data could be replaced with codes to indicate that the
questions had been legitimately skipped.

Codes for missing data in most unedited variables were two digits in length (i.e., 94, 97,
or 98). For some variables, however, these values were part of the allowable range of responses.
Questions that asked respondents to report the age when they first used a particular drug, for
example, had an allowable range of up to 110 years. For the variables corresponding to these
age-related questions, the codes for missing data were three digits in length (i.e., 994, 997, or

998).

Finally, the CAI logic governed whether respondents were asked additional questions
about a topic based on their age, gender, or answers to other preceding questions. For example,
questions in the interview about pregnancy applied only to females aged 12 to 44 (Section 7.4.9).
These pregnancy questions were skipped if interviewers reported that a respondent was male or
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if the CAI program recorded that a female respondent was aged 45 or older. When questions
were skipped because the criteria in the CAI program were not satisfied for administering the
questions, the unedited variables corresponding to the skipped questions retained a code of
"blank" (i.e., 98, 998, etc.). In subsequent editing (described in Section 2.4.2), these variables
were examined more closely to determine whether the questions had been legitimately skipped
(i.e., they were not applicable) or whether they should retain codes of "blank."

2.2.2 Remapping of Responses to "Enter All that Apply" Questions

A second activity associated with the initial processing of transmitted interview data
involved the remapping of responses to "enter all that apply" type questions, which allowed
respondents to choose as many responses from a given list as applied. Respondents who wanted
to report more than one answer from a list did so by typing the numeric codes that corresponded
to the applicable responses and by separating each entry with a space.

The CAI program captured information from these "enter all that apply" questions as
separate variables in the order that respondents keyed their answer choices. For example, the
transmitted CAI data included 18 separate variables for question PRO4A to accommodate reports
of lifetime nonmedical use of pain relievers from the list. Consequently, an "enter all that apply"
variable in the transmitted data could have a different meaning across respondents, depending on
which answer a respondent chose first and the number of answers that the respondent chose from
the list. For example, if a respondent reported only nonmedical use of the pain reliever
OxyContin® from the list in question PRO4A, this response would be captured in the first
variable from the transmitted data. The 17 remaining "unused" variables from question PRO4A
would be blank. If another respondent chose codeine and morphine as his or her first and second
responses from the list and then chose OxyContin®, then the first variable from PRO4A would be
occupied by the response for codeine, the second variable would be occupied by morphine, the
third would be occupied by OxyContin®, and the remaining variables would be blank.

If these "enter all that apply" variables were allowed to remain in the form in which they
came from the transmitted CAI data, then these variables would have retained the information
about the order in which respondents chose their answers. However, this variable structure
makes it difficult to analyze the data. For example, it would be more straightforward for
information about lifetime nonmedical use of OxyContin® to be captured in a single variable for
subsequent use in creating edited and imputed variables for this measure. Otherwise, 18 different
variables would need to be checked to identify reports of nonmedical use of OxyContin® across
all of the possible combinations of answers to question PRO4A. Therefore, remapping of the
responses to these "enter all that apply" questions as part of the processing of transmitted data
involved reassigning answers so that a nonmissing value in a given variable had one, and only
one, meaning across all respondents, regardless of the number of answers that respondents chose
from a list or the order in which respondents keyed their answers. For example, a discrete
variable was created as part of the remapping process that captured all reports of nonmedical use
of OxyContin® from respondents who chose this drug as part of any of their answers to question
PRO4A. If respondents did not report nonmedical use of OxyContin®, the remapped variable for
OxyContin® was assigned a code of 98 (i.e., blank).

17



In addition to choosing one or more applicable responses from alist, respondents could
use function keysto answer "don't know" or "refused” astheir first response to these "enter all
that apply” types of questions. In situations where respondents answered "don't know," it would
be reasonable to infer that the respondent did not know which particular item on the list applied
to him or her. For example, if arespondent answered question PRO4A as "don't know," thiswas
inferred to mean that the respondent did not know whether he or she had ever misused codeine,
Demerol®, Dilaudid®, and so on, through Ultram®. In this case, a code of "don't know" was
propagated to each of the recoded "enter al that apply" variables as part of the daily processing
of the transmitted data. Similarly, if arespondent refused to answer question PRO4A, arefusal
code was propagated to all of the recoded variables on that list as part of the daily processing of
the transmitted data.

2.2.3 ldentification of Usable Cases

Once standard missing data codes had been assigned and the responses to "enter all that
apply" questions had been remapped, the third key step in the preliminary processing of
transmitted NSDUH data established the minimum item response requirements necessary for
cases to be retained for weighting and further analysis (subsequently referred to as "usable”
cases). These rules were designed to eliminate cases with unacceptable levels of item
nonresponse (i.e., missing data), thereby retaining cases with lower levels of missing data and
reducing the amount of statistical imputation needed for any given record. In addition, requiring
lifetime use or nonuse to be fully defined for at least one substance (i.e., no missing data) can
allow datafor that substance to be used in statistical imputations for other substances with
missing datafor lifetime use or nonuse.

In order for a case to be considered usable in NSDUH, both of the following
requirements must be met.® The term "gate question™ is used in connection with the usable case
criteria because an affirmative response to these questions (e.g., "Have you ever, even once, used
marijuanaor hashish?') opens the "gate" to a series of other questions on use of the drug, and a
negative response closes the "gate" and leads to the skipping of al other questions on use of that
drug.

1. Thelifetime cigarette gate question CGO1 had to have been answered as "yes" or "no"
so that lifetime use or nonuse could be fully defined for at least one substance. Data
about lifetime use or nonuse of cigarettesis used in subsequent statistical imputations
for other substances where lifetime use/nonuse is undefined.

2. Atleast 9 of the following 13 additional gate questions had to have answers of "yes"
or "no": (1) snuff, (2) chewing tobacco, (3) cigars, (4) acohal, (5) marijuana,
(6) cocaine (in any form), (7) heroin, (8) halucinogens, (9) inhaants, (10) pain
relievers, (11) tranquilizers, (12) stimulants, and (13) sedatives.'°

9 The historical background and considerations for establishing usable case rules for the CAl data are
discussed in amethodological chapter on editing the 1999 CAI data (Kroutil & Myers, 2002).

10 Crack cocaine was not included in the usable case rule because the logic for asking about crack cocaine
was dependent upon the respondent having answered the lifetime cocaine use question as "yes." In addition,
although the CAI instrument asked about pipe tobacco, this was not included in the usable case rule because there
was only one other question about pipe tobacco in addition to the gate question.
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For cigarettes through heroin, respondents are asked a single "yes/no" question for their
lifetime use or nonuse. Respondents who initially refuse to answer the gate question are asked a
follow-up question to encourage them to reconsider their refusal. The usability criterion for these
substances is met if these respondents change their initial refusal to an answer of "yes" or "no"
(i.e., they provide a response that would no longer be considered to be a missing value).

For hallucinogens through sedatives, lifetime use or nonuse for the overall category is
determined by asking multiple "yes/no" questions about lifetime use or nonuse of specific drugs
within the broader category (e.g., LSD within hallucinogens). Consequently, these questions are
referred to as "multiple" gate questions. If any of these multiple gate questions are answered as
"yes," then the respondent logically is a lifetime user for the overall category (e.g.,
hallucinogens).

For these multiple gate drug categories, the criterion for usability was considered to have
been met if at least one lifetime gate question in the series was answered as "yes" or "no" (e.g.,
for hallucinogens, if at least one question in the series LSO1A through LSO1H was answered as
"yes" or "no"). This rule was adopted for the multiple gate drug categories because requiring
lifetime use or nonuse to be known for the overall category would have placed a more stringent
usability requirement on data for nonusers than for users. Specifically, unambiguous
identification of lifetime nonusers for the overall category required them to answer "no" to every
gate question in the multiple gate series because respondents could have been lifetime users of
drugs that had missing data. Consequently, respondents who answered some multiple gate
questions as "no" and also had some responses of "don't know" or "refused" would fail a
usability rule for multiple gate drugs that required lifetime use or nonuse for the overall category
to be known unambiguously. In contrast, respondents' status as lifetime users for the overall
category was known if they answered "yes" to at least one drug in the series, even if they had
given responses of "don't know" or "refused" for other questions in the series.

The types of follow-up questions that were administered in response to initial refusals
varied for these modules with multiple gate questions.

* For hallucinogens, respondents were administered individual follow-up questions
after refusals to report lifetime use or nonuse of the specific hallucinogens LSD, PCP,
and Ecstasy. However, respondents were not asked a follow-up question to determine
lifetime use or nonuse of any hallucinogens (i.e., regardless of which specific ones) if
they refused to answer all gate questions for hallucinogens (including continued
refusal to report lifetime use or nonuse of LSD, PCP, or Ecstasy).

* For inhalants, pain relievers, tranquilizers, and sedatives, respondents who refused to
answer all gate questions in a module were asked a follow-up question to determine
lifetime use'! or nonuse of any drugs in the overall category. Respondents were not
asked follow-up questions if they refused to answer a specific gate question (e.g.,
lifetime nonmedical use of Vicodin®, Lortab®, or Lorcet® in question PR03 for pain
relievers) but they did not refuse to answer all gate questions in that module.

! For pain relievers, tranquilizers, and sedatives, this refers to nonmedical use.
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* For stimulants, respondents were administered a follow-up question if they refused to
answer the gate question about lifetime nonmedical use of methamphetamine,
Desoxyn®, or Methedrine®. Respondents also were administered a follow-up question
to determine lifetime nonmedical use or nonuse of any stimulants if they refused to
answer all gate questions for stimulants (including a refusal to answer the question
about methamphetamine on follow up).

Despite these variations in how refusal follow-up questions were administered in these
multiple gate drug modules, the usability principle that was described previously for modules
with multiple gate questions applied to these follow-up questions: if respondents refused to
answer a question (or series of questions), but then answered "yes" or "no" to the follow-up
probe, then they were considered to have met the usability criterion for that module. In
particular, if a respondent changed a refusal for lifetime use of Ecstasy to an answer of "yes" or
"no," then the respondent was considered to have met the usability criterion for hallucinogens,
regardless of whether he or she had missing data for other gate questions in the hallucinogens

module.

Table 2.1 lists the follow-up questions in the core modules that were administered when
respondents initially refused a gate question, including follow-up questions that were
administered when there was a single gate question (i.e., for cigarettes through heroin) and
follow-up questions that were administered in modules with multiple gate questions. Table 2.1
also lists the implications for the usable case criteria according to how respondents answered

these follow-up questions.

Table 2.1 Effects on the Potential Usable Status of a Case Based on Responses to Follow-Up
Questions for Refusals to Gate Questions in the Core Drug Modules
Question Number | Consequence if Follow-Up
Module or Drug (if for Follow-Up Response Is "Yes" or Consequence if Follow-Up
Applicable) Question "No" Response Is DK or REF
Cigarettes CGREF1 Meets usable case criterion Not a usable case
for cigarettes
Snuff CGREF3 Meets usable case criterion Does not meet usable case
for snuff criterion for snuff!
Chewing Tobacco CGREF2 Meets usable case criterion Does not meet usable case
for chewing tobacco criterion for chewing
tobacco!
Cigars CGREF4 Meets usable case criterion Does not meet usable case
for cigars criterion for cigars!
Alcohol ALREF Meets usable case criterion Does not meet usable case
for alcohol criterion for alcohol’!
Marijuana MIREF Meets usable case criterion Does not meet usable case
for marijuana criterion for marijuana'
Cocaine CCREF Meets usable case criterion Does not meet usable case
for cocaine criterion for cocaine'?
Heroin HEREF Meets usable case criterion Does not meet usable case
for heroin criterion for heroin!
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Table 2.1

Effects on the Potential Usable Status of a Case Based on Responses to Follow-Up

Questions for Refusals to Gate Questions in the Core Drug Modules (continued)

Question Number

Consequence if Follow-Up

Consequence if Follow-

for sedatives

Module or Drug (if for Follow-Up Response Is "Yes" or Up Response Is DK or
Applicable) Question "No" REF
Hallucinogens/LSD LSREFI Meets usable case criterion Does not affect usable case
for hallucinogens status for hallucinogens if
another gate question (or
follow-up question) is
answered as "yes" or "no"
Hallucinogens/PCP LSREF2 Meets usable case criterion Does not affect usable case
for hallucinogens status for hallucinogens if
another gate question (or
follow-up question) is
answered as "yes" or "no"
Hallucinogens/Ecstasy LSREF3 Meets usable case criterion | Does not affect usable case
for hallucinogens status for hallucinogens if
another gate question (or
follow-up question) is
answered as "yes" or "no"
Inhalants INREF? Meets usable case criterion Does not meet usable case
for inhalants criterion for inhalants!
Pain Relievers PRREF? Meets usable case criterion Does not meet usable case
for pain relievers criterion for pain relievers!
Tranquilizers TRREF? Meets usable case criterion | Does not meet usable case
for tranquilizers criterion for tranquilizers!
Stimulants/Methamphetamine | STREF1 Meets usable case criterion | Does not affect usable case
for stimulants status for stimulants if
another gate question (or
follow-up question) is
answered as "yes" or "no"
Stimulants STREF234 Meets usable case criterion | Does not meet usable case
for stimulants criterion for stimulants!
Sedatives SVREF? Meets usable case criterion Does not meet usable case

criterion for sedatives!

DK = don't know; REF = refused.

1

cocaine is not included in the criteria for identifying usable cases.

Overall status as a usable case will still be met if the usable case criteria are met for a sufficient number of other
substances or modules.

The interview includes a follow-up probe if the gate question for crack cocaine is refused (CKREF) but crack

Follow-up probe is asked if the respondent refused to answer all gate questions for that module.
Respondents who are routed to STREF2 also had refused the methamphetamine follow-up question STREF1.

The usable case rule was a necessary, but not sufficient, requirement for a case to be
considered a final respondent. Cases that had sufficient data to meet the usable case criteria could
still be treated as nonrespondents if their interview data appeared to be of poor data quality, as
evidenced by potential response pattern problems (Section 2.3.2).
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2.24 Creation of Cumulative Quarterly Unedited Data Files

Following daily processing of the data, each day's SAS dataset was merged with the
cumulative data that had been transmitted up to that point in the quarter. At the end of the
guarter, a complete data file was produced that contained all cases that had been transmitted
during the quarter. Each quarterly datafile then underwent additional initial cleaning and
processing (prior to the editing procedures) to modify or correct field errors, such as erroneous
ID entries by the field staff. The cleaned-up (but otherwise unedited) SAS datasets from the first
two quarters (also known as 6-month data) and from all four quarters (also known as 12-month
data) served as the usual starting points for the subsequent logical editing procedures that are
described in Chapters 4 through 11.%2

2.3 Prediminary Editing and Coding of Processed | nterview Data

In addition to procedures that were described in Section 2.2 following receipt of
transmitted data from the field, preliminary coding and processing of unedited interview data
encompassed the following activities:

» coding of "OTHER, Specify" data (Section 2.3.1),

* investigation of response patternsin records that otherwise met the usable case
criteria (Section 2.3.2), and

» editsto "date-dependent” variables (if applicable) when the interview date was judged
to be questionable (Section 2.3.3).

The first two of these activities could occur or did occur prior to creation of the
cumulative quarterly unedited data files (Section 2.2.4). Edits to date-dependent variables were
not performed until final interview dates had been created for respondents (Section 4.2.1).

Note that a code to denote "bad data" (i.e., to indicate an inconsistency or some other
problem in the original data) could be assigned to variables during any of these activities. The
following codes were assigned to denote "bad data’: 85 (or 985, or 9985, etc.) = BAD DATA
Logically assigned. Codes for bad data were treated as missing values. Any assignment of bad
data codes was done in subsequent editing steps, not as part of the nightly processing of
transmitted data.

2.3.1 Codingof "OTHER, Specify" Data

This activity took alphanumeric (text) answers that respondents or interviewers had typed
(e.g., specific other drugs used, specific other payment sources of treatment) and converted them
into numeric codes. These alpha answers (and the numeric codes resulting from them) are
referred to as "OTHER, Specify" data.

12 Edits are run on preliminary data from the first two quarters of a given survey year to identify any
updates that need to be made to the programs for use with the full datafrom all four quarters. Running the edits on
data from the first two quartersis particularly useful for testing the programs for any sections of the CAl instrument
that are new or have changed since the previous survey year.
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Coding of the "OTHER, Specify" variables was accomplished through computer-assisted
procedures.’® "OTHER, Specify" responses were first converted to al capital |etters because
respondents could use different combinations of uppercase or lowercase charactersto provide an
otherwise identical response. If an exact match was found between what the respondent keyed
and an entry in the data dictionary (e.g., "ALCOHOL"), the computer-assisted procedures
assigned the appropriate numeric code (e.g., 807 for alcohol). The system could also
accommodate commonly encountered misspellings (e.g., "ALCHOHOL").

Typed answers that the respondent provided that did not match an existing data
dictionary entry were reviewed by analysts on aflow basis during the quarter to determine
whether an existing code should be assigned to the response or a new code should be created.
Based on these decisions, new entries were added to the relevant dictionaries on a quarterly
basis—including new dictionary entries corresponding to existing codes—for use in daily
processing of data that were transmitted from the field in subsequent quarters. Analysts could
also decide not to add a particular response to the data dictionary, in which case the response
would be output for review and coding on a case-by-case basisif it was reported in afuture
guarter or survey year. In addition, analysts reviewed the codes that were assigned through the
computer-assisted process to verify that these codes were being assigned correctly. Over time,
these procedures have reduced the turnaround time and burden on analysts for producing the
coded "OTHER, Specify” data.

Particularly for drugs and tobacco brands (Sections 2.3.1.1 and 2.3.1.2, respectively),
which used the same data dictionaries for a number of "OTHER, Specify" variables, matching a
written response to a numeric code in the data dictionary would result in that code being assigned
no matter where respondents typed that answer. For example, agiven entry in the data dictionary
for drugs would be assigned the same code if it appeared in the hallucinogens module one year
and appeared in the pain relievers module another year. Similarly, an entry in the data dictionary
for tobacco brands would be assigned the same code regardless of the type of tobacco where the
response appeared. In some situations, however, the same response could have different
meanings depending on the context. For example, a given tobacco brand name with no other
associated information could apply to a brand of cigarettes or to abrand of cigars, depending on
whether it was specified as a cigarette brand or as a cigar brand.

Aswith the "enter all that apply” data that were discussed previously, respondents could
answer the "OTHER, Specify" questions as "don't know" or "refused,” which were then
reassigned to the respective codes of 9994 or 9997, as described in Section 2.2.1. Respondents
could also type in an equivaent response to "don't know" (e.g., "noidea') or "refused” (e.g., "too
personal™). These equivalent responses were assigned the relevant codes for missing data
(Section 2.2.1) as part of the coding procedures. For typed responses that were nonsensical or
otherwise nonresponsive to the request to specify additional information, codes for bad data
(Section 2.3) were assigned.

13 A system has been in place since 2002 for the daily coding and processing of the "OTHER, Specify"
variables for drugs and tobacco brands. This system now encompasses the daily coding and processing of all
"OTHER, Specify" variables from the survey that underwent assignment of numeric codes, except for codes
pertaining to the industry in which respondents were employed and their current or former occupations. Coding of
industry and occupation data was handled by the U.S. Census Bureau.
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The remainder of the discussion in this section focuses on issues related to coding of the
"OTHER, Specify" data according to the type of other information that was requested from
respondents:

» other drugs (Section 2.3.1.1),

» other tobacco brands that respondents used most commonly in the past 30 days
(Section 2.3.1.2),

» other race or ethnicity (Section 2.3.1.3), and
« additional "OTHER, Specify" datain noncore sections (Section 2.3.1.4).14

Except for mentions of other drugs (Section 2.3.1.1), "OTHER, Specify" datain the 2013
NSDUH typically were intended to capture asingle "other" response (e.g., most important other
reason for not receiving mental health treatment in the past 12 months). If respondents typed in
responses for which multiple codes could apply (e.g., multiple reasons for not receiving mental
health treatment instead of the single most important reason), the standard procedure was to
assign acode to the first response that could be coded. Relevant sections elsewhere in this report
indicate when exceptions were made to this more general approach (e.g., coding of "OTHER,
Specify" datafor youth mental health service utilization, described in Section 7.4.16).

2311  Other Drugs

In the core modules for hallucinogens, inhalants, pain relievers, tranquilizers, stimulants,
and sedatives, respondents could report lifetime use or nonmedical use of drugs other than those
that were specifically asked about in the respective modules. Respondents also could report
lifetime injection of drugs other than heroin, cocaine, methamphetamine, or other stimulantsin
the noncore specia drugs module. In the noncore substance treatment modul e, respondents could
report current or most recent treatment or the perceived need for treatment in the past 12 months
for drugs other than those for which they reported lifetime use in the core modules.

In the "OTHER, Specify" drug questions for both core and noncore modules, respondents
could enter up to five responses (in five data entry fields) for other drugs. For the most part,
respondents specified atotal of only one drug in these questions or they specified only one drug
in each field. Neither of these situations required any special handling of the data.

However, additional procedures were required to handle the following situations in the
"OTHER, Specify" drug data.

1. Respondents specified more than one drug within a single data entry field but they
specified atotal of five or fewer drugs across the five available fields.

2. Respondents specified atotal of more than five substances across the five available
data entry fields (i.e., by definition, they specified multiple drugs within one or more
fields).

14 See Section 1.1 and Tables 1.1 and 1.2 in Chapter 1 for details about the core and noncore structure of
the NSDUH questionnaire and contents of the core and noncore sections.

24



In the first situation, codes for the additional drugs were moved to the next unused
"dot(s)" (i.e., variable[s]). For example, if atotal of three drugs were specified, with two of them
being specified in the first field and the third being specified in the second field, the additional
code from the first field was moved to the third "OTHER, Specify" variable. Consequently, the
responses in the individual "OTHER, Specify" drug variables did not always correspond to the
order in which respondents reported use of these drugs.

When respondents specified more than five substances in the available fields, duplicate
mentions of drugs were identified and removed. Duplicate mentions could include the same drug
being mentioned more than oncein the "OTHER, Specify" data or a drug being reported in the
gate questions for a given module and also being reported in the "OTHER, Specify" data(e.g., if
guestion LS0l1afor LSD was answered as"yes' and LSD also was reported in the "OTHER,
Specify" datafor hallucinogens). If more than five unique mentions of drugs remained after any
redundant mentions had been eliminated, further priority in retaining responses in the final drug
codes was given to (1) mentions of illegal or prescription-type drugs, as opposed to "over-the-
counter" (OTC) drugsthat are legally available without a prescription and (2) mentions that were
relevant to the category of interest (e.g., in the hallucinogens section, giving priority to mentions
of hallucinogens over mentions of drugs that were not classified as hallucinogens).

In rare instances, the procedures described previoudly still did not yield five or fewer
unique drugs in the "OTHER, Specify" datafor a given module. In these situations, the highest
priority was given to retaining codes for drugs that had no approved medical use in the United
States or were deemed to have a greater potential for dependence or abuse, and the lowest
priority was given to retaining codes for drugs that were not classified as controlled substances.®
In the extremely rare situations where five or more unique drugs remained after all of these
measures had been applied, the first five remaining "OTHER, Specify" codes were retained and
mentions of any additional drugs were dropped from the coded data that were available for
further editing or analysis.

2.3.1.2 Other Tobacco Brands

The CAI instrument included questions to identify the specific brands of tobacco that
were used most commonly by respondents who reported use in the past 30 days of cigarettes,
chewing tobacco, snuff, or cigars. For these four types of tobacco products, respondents who
reported use in the past 30 days could choose from alist of brands shown on the computer
screen'® or they could indicate use of "abrand not on thislist." Respondents who gave the | atter
answer were asked to type in the name of the specific other brand that they used.

The basic coding scheme for the "OTHER, Specify" tobacco brand categories was as
follows.

15 The drug scheduling classifications, Schedules | through V, under the Controlled Substances Act were
used in making these determinations. See www.deadiversion.usdoj.gov/21cfr/21usc/index.html and
www.deadiversion.usdoj.gov/schedul es/index.html for details.

16 For cigarettes, the listing of brands was split between two different computer screens.
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* Codes of 101-199 and 1001-1999 were reserved for cigarette brands.

e Codes of 201-299 and 2001-2999 were reserved for chewing tobacco brands.
*  Codes of 301-399 and 3001-3999 were reserved for snuff brands.

*  Codes 0f 401-499 and 4001-4999 were reserved for cigar brands.

e Codes of 501-599 and 5001-5999 were reserved for pipe tobacco brands.

e Codes in the 601-699, 701-799, and 801-899 series were reserved for miscellaneous
tobacco and nontobacco responses.

Codes were assigned to the "OTHER, Specify" tobacco brand data according to these
categories, regardless of whether the response came from the section for cigarettes, snuff,
chewing tobacco, or cigars within the tobacco module. This coding scheme was particularly
relevant for the smokeless tobacco data for snuff and chewing tobacco, where snuff brands could
be reported as the brand of chewing tobacco that was used most often in the past 30 days, or vice
versa. Thus, if a respondent specified a brand of snuff in the chewing tobacco section, the
"OTHER, Specify" response for the chewing tobacco brand was assigned a code in the 300 or
3000 series for snuff brands. Similarly, if a respondent specified that the brand of other cigarettes
that he or she smoked most often in the past 30 days was actually a brand of little cigars, the
"OTHER, Specify" response for cigarette brands was assigned a code in the 400 or 4000 series
for cigars.

Note that the coding for a particular tobacco brand did not capture further details, because
the main aim in the coding was to capture information about any use within a particular brand
label. For example, the code for a particular brand did not capture details such as length (e.g., for
cigarettes), size or shape (e.g., for cigars), or flavor varieties.

2.3.1.3 Other Race or Ethnicity

In the interviewer-administered core demographics module (see Chapter 4), NSDUH
respondents were asked about their Hispanic/Latino origin and race information in QD04 and
QDOS5, respectively. If respondents reported in QD05 that they were Asian, they were asked in
QDOSASIA to report which Asian group best described them. However, they could consider that
the categories presented to them for Hispanic/Latino origin, race, or Asian ethnicity did not apply
to them. In these situations, respondents reported their "other" Hispanicity, race, or Asian
ethnicity to the interviewers, who then typed in the respondents' answers.

The computer-assisted coding procedures and use of data dictionaries that were described
in Section 2.3.1 applied to these "OTHER, Specify" data for race and ethnicity as well. In most
cases, new responses were just new misspellings of an already established category, such as a
response of "Porto Rican" instead of "Puerto Rican."

Regardless of the source (QD04, QD05, QDO5SASIA) for these "OTHER, Specify" data,
the write-in responses were used in subsequent editing of Hispanicity and race to determine the
respondents' final Hispanicity and race (see Sections 4.2.7, 4.3.2, 4.3.3, and 4.3.4). Thus, in
coding the "OTHER, Specify" data, each write-in was assigned two codes, one for race and the
other for Hispanicity. If an interviewer entered both a geographical entity and a group within a
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particular race in the "OTHER, Specify" response, such as "Black Cape Verdean," the
geographical entity was ignored in the race code and the respondent was coded as
"Black/African American” for the race code. The geographic information Cape Verde was
captured in the Hispanic/Latino code for "Cape Verde."

2.3.1.4  Additional Noncore" OTHER, Specify" Data

There were three types of "OTHER, Specify" questions in the noncore self-administered
or interviewer-administered sections:

» those wherethe "OTHER, Specify" item was a follow-up to alead question that
typically was answered as "yes' or "no";*’

» those where the "OTHER, Specify" item was afollow-up to a response category for
"other" in an "enter all that apply" question; and

» those where respondents did not get the opportunity to choose the "other" response
(and specify something) if they already chose another category from the list.

Coding of these noncore "OTHER, Specify" variables was performed according to the
genera principles described in Section 2.3.1. Otherwise, minimal additional decision making
was involved in assigning codes to the responses for these variables. Descriptions of these
variables are included here for compl eteness.

An example of thefirst type of "OTHER, Specify" question is question TX42JSP in the
noncore self-administered substance treatment module (i.e., specify other source that paid/will
pay for the last or current substance treatment). Only those respondents who reported in question
TX42J that some other source paid for their last substance treatment or counseling or that some
other source would pay for their current treatment (TX42J = 1) were routed to TX42JSP and
asked to report the other payment source. Respondents could report other sources of payment for
their treatment in questions TX42A to TX42l and also report some other payment sourcein
TX42J.

Question ADMT15 in the noncore self-administered adult mental health service
utilization module (i.e., specify the other location where outpatient mental health treatment was
received in the past 12 months) is an example of the second type of "OTHER, Specify" question.
Adult respondents aged 18 or older could report in question ADMT14 that they received mental
health treatment or counseling in the past 12 months in up to six different types of outpatient
settings, including "some other place.” Adults were routed to ADMTA15 if they reported receiving
outpatient treatment in some other placein ADMT14. Because ADMT14 was an "enter al that
apply" question, respondents could choose any of the specific locations that were listed in the
guestion (e.g., an outpatient mental health clinic or center) and also report receipt of mental
health treatment in some other place.

The third type of "OTHER, Specify" question is represented by the following three
guestions:

17 Depending on the nature of the lead question, either an affirmative or a negative response to the lead
guestion could govern whether respondents were asked to specify something.
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e SD16SP, which was associated with question SD16 (how respondents obtained their
last needle for injecting drugs) in the self-administered special drugs module;

*  TX25SP, which was associated with question TX25 (main place where the
respondent received or was currently receiving substance abuse treatment in the past
12 months) in the self-administered substance treatment module;*® and

*  QD24SP, which was associated with question QD24 (reason for leaving school
without getting a high school diploma) in the interviewer-administered noncore
education module.

Respondents first were presented with alist of optionsin the "lead" question (i.e., SD16,
TX25, or QD24), including an option for "other" (e.g., other reason in QD24). If respondents
chose any response from the list of optionsin the lead question except for "other,” they were not
routed to the "OTHER, Specify" question. Rather, data from the lead question and the specify
guestion were combined into asingle final variable.'® When respondents chose the other category
in the lead question, but they specified something that was coded as a missing value (i.e., don't
know, refused, bad data, or blank), then the final edited variable (e.g., GNNDGET) retained a
code corresponding to other, as opposed to being assigned a missing value.

The edits applied to GNNDGET, TXLTYMN, and LFSCHWHY (including similar types
of questions that could be added in the future) were designed to provide analysts with a
standardized way to readily identify when it could be logically inferred that respondents should
have chosen a given response option from the preceding question (i.e., rather than "other"). For
GNNDGET as an example, codes of 1 to 4 applied to answers that respondents gave directly
from question SD16 (e.g., 1 = Bought the needle from a pharmacy). Category 5 in SD16 was
"Got the needle some other way." Although the coding sequence for "OTHER, Specify"
responses in question SD16SP could have resumed at number 6 for responses corresponding to
"Bought the needle from a pharmacy," assigning a code of 6 for "OTHER, Specify" responses
that corresponded to category 1 in question SD16 would not enable analysts to readily see the
logical connection between the "OTHER, Specify" response and the available response choice in
the question that preceded it.

In this example, an alternative to enable analysts to see the logical connection between
reports of buying the needle from a pharmacy in SD16 and corresponding reportsin SD16SP
would be to assign a code of 11 to responsesin SD16SP that corresponded to category 1in
SD16. However, this coding scheme cannot be applied to question QD24, because QD24 listed
15 possible reasons for leaving school, not including "other reason." A code of 11 could not be
used in identifying responses in QD24SP that corresponded to category 1 in QD24 (" School was
boring or | didn't want to be there"), because that code was reserved in the edited variable
LFSCHWHY for responses of 11 in QD24 (i.e., Moved here from another country and didn't
enroll [or dropped out] because of language or other problems).

18 Although question TX 041 SP (specify other location where the respondent received treatment for acohol
or other drug use in the past 12 months) was preceded by a"yes/no" question, TX 04l SP used the same codes as
TX25SP to allow the same data dictionary to be used for processing both of these "OTHER, Specify" variables (see
Section 2.3.1).

2 Thefinal edited variablesin 2013 were GNNDGET (based on data from SD16 and SD16SP),
TXLTYMN (based on datafrom TX25 and TX25SP), and LFSCHWHY (based on data from QD24 and QD24SP).
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In consideration of this issue, responses in these "OTHER, Specify" variables that
corresponded to existing response categories in their respective lead questions were coded
starting with the number 21, with the coding proceeding in the order of the existing response
categories. This procedure prevented overlap of "OTHER, Specify" codes with available
responses when lead questions had 10 or more available choices, as was the case with QD24, and
offered analysts a standardized way to interpret these values. For example, if analysts wanted to
treat codes of 21 to 24 in GNNDGET that came from "OTHER, Specify" data as being
equivalent in an analysis to the corresponding codes of 1 to 4, the analyst could simply subtract
20 from any codes with values of 21 to 24 to recode these values to the corresponding codes of 1
to 4; the same procedure could be applied if analysts wanted to treat codes of 21 to 35 in
LFSCHWHY as being equivalent to codes of 1 to 15.

For similar reasons, the coding sequence for responses in these "OTHER, Specify"
variables that did not correspond to responses from the list in the lead question resumed at
number 41 (e.g., for GNNDGET, 41 = Given by/stolen from friend/acquaintance of
friend/nonrelative). Although codes for responses that did not correspond to available choices
from a lead question could have resumed at a lower number—especially for SD16SP and
TX25SP—this approach standardized the assignment of codes across these types of "OTHER,
Specify" variables (i.e., new codes always started at 41), minimized the risk of overlap between
codes for these two types of responses, and allowed flexibility if new response choices were
added to a lead question in a future year.

2.3.2 Investigation of Response Patterns in Usable Records

Although conversion to CAI reduced or eliminated some data quality problems that could
occur in a PAPI format, it also was recognized that the audio computer-assisted self-interviewing
(ACASI) environment could encourage some respondents to use the computer keyboard to enter
nonsensical patterns of answers if they were not paying attention to questions or were not taking
the interview seriously for other reasons. Thus, even if a respondent had sufficient data to meet
the usable case criteria described in Section 2.2.3, certain patterns of answers could call into
question the overall validity of the respondent's data.

In response, a data diagnostics program was developed to screen for the following
patterns of responses that might raise questions about the validity of the interview as a whole:

* high numbers of "yes" responses to lifetime use of specific hallucinogens, inhalants,
or psychotherapeutics (i.e., pain relievers, tranquilizers, stimulants, or sedatives),
which might indicate that respondents were indiscriminately keying data without
paying attention to what they were entering;

» alternating "yes/no" responses to questions about lifetime use of specific
hallucinogens, inhalants, or psychotherapeutics (or alternating patterns of "response
entered/not entered" in the psychotherapeutics sections), which might indicate some
type of pattern-making;

* high numbers of illegal drugs that respondents reported using every day or just about
every day in the past year or past month (where applicable), in which case one might
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guestion either the validity of the answers or the respondent’'s competence to complete
the interview;

» high numbers of substances that respondents reported first using at age 1 or 2, which
might indicate indiscriminate keying of 1sor 2s, especially given that the age-at-first-
use guestions followed gate questions where aresponse of 1 denoted "yes' and a
response of 2 denoted "no"; and

» consistent keying of the same code (either 1 or 2) throughout one or more modules,
which would suggest a pattern of indiscriminate answering.?

These patterns of responses were examined on a case-by-case basis to determine whether a case
should be retained as afinal respondent or dropped.

Fewer than 10 casesin 2013 met the usable case criteria but were treated as
nonrespondents because their responses were of questionable validity, based on one or more of
the patterns described above. In addition, fewer than 10 cases in 2013 were retained as
respondents, whose original responses to questions in one or more core drug modules were
replaced with bad data codes. This process included setting responses to bad data that indicated
they were lifetime users of a given drug. For example, data for some respondents were set to bad
data because the respondents keyed values of 1 or 2 to every question that was asked in a
module, beginning with the age-at-first-use question. Data for the lifetime variables for these
cases were set to bad data as part of the edits for the lifetime drug use variables (Section 6.2.1).
For example, if a case was identified that had "bad" stimulants data, the lifetime stimul ants data
corresponding to responses in questions STO1 through ST05 were set to bad data as part of the
lifetime drug use edits, and a flag was set to indicate that data subsequently needed to be set to
bad data for related variables pertaining to nonmedical use of prescription-type stimulants (both
core and noncore variables pertaining to stimulants).

2.3.3 Editsto " Date-Dependent” Variables

The CAl instrument used the interview date information that was stored by the computer
to create "date fills' during the interview that indicated the starting dates for questions pertaining
to the "past 30 days" and "past 12 months." Specifically, the starting date for the past 30-day (or
12-month) period was calculated as exactly 30 days (or exactly 12 months) prior to the stored
interview date.?! Thus, in the recency-of-use questions that asked respondents when they last

20 Animportant change to the CAl instrument since 2001 is that response categories for certain consistency
checks use 4=yes/6=no instead of the format of 1=yes/2=no that was used prior to 2001. For example, if a
respondent reported first using marijuana at age 1 or 2, the respondent could not use aresponse of "1" or "2" in
guestion MJCCO5 to verify that this age at first use was correct. This change to the CAl instrument was designed to
stop respondents if they had been engaged in a pattern of keying responses of "1" or "2."

2L1f arespondent broke off and then resumed the interview at alater date, the "fills' in the interview that
defined the past 30-day and past 12-month reference periods were updated for remaining questions when the
interview resumed. Thiswas done because 30 days and 12 months from the date when an interview resumed might
be later than the 30-day and 12-month periods when a respondent had previously been asked questions. Thus, the
"fills" that defined these reference periods during the interview were dynamic rather than static. If a respondent
resumed the interview and went back to a section that he or she had completed prior to the breakoff, the date "fill"
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used the drug of interest, the response category "within the past 30 days" included a date fill to
remind respondents when the past 30-day reference period began for them. Similarly,
introductions to specific questions about frequency of use of a particular drug in the past 12
months and past 30 days included date fills to remind respondents of the period they should be
thinking about when answering these questions.

Data that could be affected by questionable interview dates were edited as needed once
the edited interview date variable INTDATE had been created for all final respondents (Section
4.2.1). As part of the procedures for creating INTDATE, an indicator variable (EIIDATE) was
created that specified how the final interview date was assigned. For example, EIIDATE could
indicate that the interview date that had been stored by the CAI program during the interview had
an incorrect year or was outside of the quarter in which the interview had been completed.

With the exception of 2008, however, no cases since 2004 have had an originally entered
interview date that was sufficiently problematic to call into question the respondent's answers to
date-dependent questions in self-administered sections of the interview. If this problem were to
occur, subsequent data in the self-administered modules that were dependent on the interview
date would be considered problematic. For example, if the CAI program calculated a 30-day
reference period based on an incorrect interview date, answers that the respondent gave on the
number of days that he or she used different drugs in the past 30 days could reflect use of these
drugs in a period other than the intended 30-day reference period.

This interview date issue did not present a problem if respondents never used a particular
drug (or had never engaged in other behaviors). Moreover, if the respondent reported never
having engaged in a particular behavior, the CAI program skipped that person out of questions
where the interview date would be important for establishing reference periods. For these
reasons, some cases where there was some question about the interview date could still be
retained as final respondents.

Instead of cases being dropped, the edits that are in place would set the following types of
self-administered questions to bad data if respondents were routed to them:

* questions pertaining to behaviors in the past 30 days;
* questions pertaining to behaviors in the past 12 months;

* questions pertaining to the most recent time that an event occurred (e.g., when a
respondent last used a drug of interest); and

* questions pertaining to the respondent's age when an event occurred (e.g., the age
when the respondent first used a drug of interest).

Self-administered questions about age at first use and ages when other events occurred
were not related directly to the interview date but were related indirectly via respondents' ages;
that is, respondents' ages were calculated by comparing the date of birth with the interview date.
In turn, age-at-first-use and other age data in the self-administered modules were compared for
consistency with the respondents' ages.

would be reset based on the new date when the interview resumed. In practice, however, the tendency is to proceed
with the parts of the interview that have not been completed rather than to go back to earlier sections.
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For the types of questions that were described previously, respondents answers would be
set to bad data before any further editing was done. Setting the responses to bad data prior to any
subsequent editing allowed analysts during logical editing to distinguish between situations
where the data were deemed to be bad prior to any further editing being done and situations
where avariable might be set to bad data in subsequent editing steps because of inconsistencies
with other data in the respondent's record (Section 2.4.3).

This edit would not apply to gate questions that asked whether a respondent had ever
engaged in abehavior (e.g., "Have you ever smoked part or al of acigarette?'). As noted
previously, whether the respondent had ever engaged in a particular behavior prior to being
interviewed is not dependent on the value stored for the interview date. This edit also does not
apply to questions within a modul e that asked whether a more detailed behavior of interest was
ever true for this respondent (e.g., "Have you smoked at |east 100 cigarettesin your entire life?").
The decision also was made that this edit would not apply to sections of the interview that were
administered directly by the field interviewers (FIs).

24 General Issuesand Principlesfor Editing NSDUH Data

Previous sections discussed broader data processing and coding procedures in the data as
awhole or in large sections, such as the core section of the interview. In contrast, this section
focuses on the general principles of data processing and editing across and within modules, once
theinitial processing of transmitted interview data had been completed (i.e., the procedures
described in Section 2.2) and after cases with patterned responses or questionable interview date
information had been identified (Section 2.3).

The following specific issues are addressed in this section:

» editing across modules (Section 2.4.1);
» assignment of relevant "not applicable" codes (Section 2.4.2);
» additional assignment of NSDUH missing data codes (Section 2.4.3);
» assignment of codes to edited "enter all that apply"” variables (Section 2.4.4);
» "back-editing" based on "OTHER, Specify" data (Section 2.4.5); and
» genera principlesfor the "flag and impute" procedures for core drug variables
(Section 2.4.6).
24.1 Editing across Modules

An important principle that was followed in editing the data was that responses from one
module (e.g., hallucinogens) generally were not used to edit variables in another module (e.g.,
inhalants).?? In particul ar, the noncore self-administered data (special drugs module through the
consumption of alcohol module) were generally not used to edit related variables in the core self-

22 See Section 1.1 in Chapter 1 for a definition of modules.
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administered modul es (tobacco through sedatives).?® For example, if arespondent reported in the
core heroin module that he or she last used heroin more than 12 months ago, but then reported in
the noncore specia drugs module that he or she last used heroin with a needle more than 30 days
ago but within the past 12 months, then the core heroin recency variable HERREC was not
edited to take into account this more recent indication of heroin use from the noncore module.
Rather, HERREC retained the respondent'sinitial response that he or she last used heroin more
than 12 months ago. Consequently, the documentation for the noncore variablesin NSDUH
codebooks includes a footnote to indicate that these variables may be inconsistent with datain
other sections of the interview.

This principle of not using noncore data to edit core data was important for maintaining
consistent data to assess trends in substance use. If variablesin core modules were allowed to be
edited based on respondents’ answers in the noncore modules, key drug use estimates could
change across years as noncore questions or modules were added or del eted.

One exception to this principle involved situations in which responses in one or more
modules governed whether respondents were asked questions in a later module. For example, the
substance treatment module was relevant only for respondents who reported some lifetime use of
alcohol or other drugs, excluding tobacco products. Respondents who reported in the core
modules that they had never used alcohoal, illicit drugs, or prescription-type psychotherapeutics
for nonmedical reasons (i.e., pain relievers, tranquilizers, stimulants, or sedatives) were not asked
corresponding follow-up questions in the substance treatment module. In such cases, during the
editing process, blank values in the substance treatment variables were replaced with codes to
indicate that respondents were not asked the follow-up questions in this modul e because they
reported never having used any of the relevant core drugs.

2.4.2 Assignment of Relevant " Not Applicable” Codes

Because the CAl logic controlled whether respondents were skipped out of some
guestions based on their answers to previous gquestions, an important aspect of editing the
NSDUH datainvolved replacing missing data codes in the unedited data with appropriate codes
to indicate that the questions had been skipped because they did not apply. The following codes
were assigned when respondents were skipped out of a given question and it could be
determined unambiguously that the respondent had legitimately been skipped out of the question,
based on the answer(s) to one or more previous questions:

« 91 (or 991, or 9991, etc.) = NEVER USED [DRUG(S) OF INTEREST];

* 93 (or 993, or 9993, etc.) = USED [DRUG] BUT NOT IN THE PERIOD OF
INTEREST; and

e 99 (or 999, or 9999, etc.) = LEGITIMATE SKIP.

2 An exception to this principle that is discussed in Chapter 6 involved the editing of core data on use of
methamphetamine to incorporate questions about methamphetamine use that have been included in the noncore
special drugs module since 2006.
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Strictly speaking, codes of 91 and 93 in the CAI data could be considered variants of the
more generic legitimate skip code. Their use was designed to provide analysts with more
information about the reason that respondents were skipped out of a particular question.

Codes of 91 and 93 were used most often in the core drug sections of the interview. For
example, a code of 91 (or 991, etc.) in the marijuana section denotes the pattern where
respondents were skipped out of all remaining marijuana questions because they answered "no"
to the lifetime marijuana question MJO1. Similarly, a code of 93 in the marijuana section denotes
situations where respondents were lifetime marijuana users but were definitely not users in the
past 30 days or past 12 months or both.

Codes of 91 and 93 also were used to a limited extent in noncore sections of the interview
because the CAI logic took into account respondents' prior answers to core drug use questions to
determine whether particular noncore questions applied. For example, questions about cocaine in
the substance dependence and abuse module were relevant to respondents who used cocaine in
the 12 months prior to the interview. Thus, if a respondent last used cocaine more than 12
months prior to the interview, a code of 93 in the substance dependence and abuse variables
pertaining to cocaine would signify to an analyst why the CAI program skipped the respondent
out of these questions. Similarly, a code of 91 in the substance dependence and abuse variables
for cocaine signified to an analyst that the respondent was skipped out of these questions because
he or she had never used cocaine.

A legitimate skip code of 99 was used most often in the noncore self-administered
sections of the interview or in interviewer-administered sections. For example, the youth
experiences module was intended to be administered only to respondents aged 12 to 17. If a
respondent was 18 or older, a code of 99 was assigned in the editing process to the skipped youth
experiences variables. Similarly, if a respondent had used alcohol or some other drug at least
once in his or her lifetime, but answered the lifetime substance treatment question TXO01 as "no,"
then the CAI program skipped the respondent out of all remaining substance treatment questions.
A code of 99 was assigned to the skipped substance treatment variables in this situation to
signify that the respondent had used alcohol or drugs at least once but had never received
substance abuse treatment.

The following codes also were assigned through editing:

e 81 (or981, or 9981, etc.) = NEVER USED [DRUG(s)] Logically assigned;

e 83 (or 983, or 9983, etc.) = USED [DRUG(s)] BUT NOT IN THE PERIOD OF
INTEREST Logically assigned; and

* 89 (or 989, or 9989, etc.) = LEGITIMATE SKIP Logically assigned.

These codes were given values in the 80s to signify that existing values were to be
overwritten during the editing process. For example, if a respondent was somehow routed into
the youth experiences module, but that respondent was subsequently classified as being 18 or
older (Section 4.2.2), then any answers that the respondent gave in the youth experiences module
were overwritten with a code of 89 (or 989, etc.). These codes signify that this adult respondent
logically was not eligible to be asked the youth experiences questions.
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However, the codes described in this section were assigned only in situations where there
was total certainty that a respondent should have skipped a question. For example, if a
respondent reported in question MJO1 that he or she had never used marijuana, it was absolutely
clear that subsequent questions about marijuana use (e.g., age at first use of marijuana) did not
apply. See Section 3.1 for a description of imputation indicators, including a brief discussion of
the codes assigned to respondents whose imputed values meant that they legitimately skipped out
of the corresponding questions.

The CALI skip logic often treated responses of "don't know" or "refused" to gate questions
as equivalent to a negative response. For example, if a respondent was uncertain whether he or
she had ever used marijuana (and answered question MJO1 as "don't know"), the CAI program
skipped the respondent out of all remaining questions about marijuana use, as though the
respondent had never used it. From the standpoint of respondent burden, this makes sense. There
is little value in asking a respondent who did not know whether he or she had ever used
marijuana, "How old were you the first time you used marijuana or hashish?" Implicit in this
question is that respondents have used marijuana at least once in their lives.

Although the CAI program skipped respondents out of questions if they answered a gate
question as "don't know" or "refused" (or gave similar answers on follow-up if they initially
refused to answer a gate question), these types of responses to a gate question are ambiguous and
do not provide an analyst with conclusive information one way or the other about the behavior or
event of interest. Consequently, such responses could be thought of as potentially affirmative
responses, as opposed to inferring that they are negative responses. In particular, as noted
previously, respondents who initially refused to answer a question about their lifetime use or
nonuse of a drug were given a second opportunity to answer the question as "yes" or "no."
Similarly, if a respondent who initially did not know whether he or she had ever used a drug had
thought about the issue further, the respondent may have recalled a time when he or she in fact
had used it—and more detailed questions about use of the drug would have been relevant for this
respondent. Alternatively, if the respondent gave more thought to the issue and decided that he or
she really should answer the lifetime drug use question as "no," an analyst would have a solid
basis for determining that subsequent questions did not apply.

Further, the procedures for statistically imputing missing data did not automatically infer
lifetime nonuse when respondents provided ambiguous information about whether they had ever
used a given drug. Rather, such respondents were eligible to be statistically imputed to be
lifetime users or nonusers. For these reasons, variables retained missing values in the editing
procedures when questions were skipped due to respondents answering a lead question as "don't
know" or "refused" (or answering in a similar manner in response to a follow-up probe).

2.4.3 Additional Assignment of NSDUH Missing Data Codes as Part of Editing within a
Module

Previous sections described the procedures for assigning missing data codes in the
interview data as a whole or in large sections, such as the self-administered core and noncore
sections, when the interview date was questionable (Section 2.3.3). This section discusses
additional principles for assigning (or retaining) missing data codes as part of the editing
procedures for a given module.
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In particular, if respondents refused a single or multiple gate question or questions that
governed a skip pattern in a module, refusal codes were assigned to all of the subsequently
skipped items in the module as part of the editing procedures (i.e., the lead refusal was
propagated); that is, it was logically inferred that the respondents were globally refusing to
answer any questions on that topic.

This propagation did not occur when respondents answered a gate question or questions
as "don't know." Rather, values of "blank" (no answer) were retained in the skipped questions.
Unlike the situation for responses of "refused," it does not follow logically that a response of
"don't know" to a gate question would imply that the respondent would answer "don't know" to
all subsequent questions on that topic. For example, if a respondent answered the lifetime
marijuana question as "don't know," assigning a don't know code to the age-at-first-use variable
(corresponding to question MJ02) would imply that the respondent was a lifetime user but did
not recall the age when he or she first used.

In addition, data sometimes were identified that were inconsistent with other data in a
respondent's record. For example, if a respondent reported first using a drug at an age greater
than his or her current age, the CAI program indicated to the respondent that this age at first use
was inconsistent. The respondent was prompted to revise the age at first use, his or her current
age, or both, to make the data consistent. As noted in Chapter 1, however, respondents did not
always resolve these types of inconsistencies. If the age at first use was still inconsistent with the
respondent's age, despite the opportunity that the respondent had to resolve the inconsistency,
then a bad data code was assigned to the age-at-first-use variable to indicate that the data were
inconsistent with other data. As was the case with prior survey rounds, the following codes were
assigned to denote "bad data" (i.e., usually inconsistent with other data): 85 (or 985, or 9985,
etc.) = BAD DATA Logically assigned.

Other situations where bad data codes were assigned are discussed below in connection
with specific steps in the editing process.

2.4.4 Assignment of Codes to Edited "Enter All That Apply" Variables

As noted in Section 2.2.2, the initial creation of separate variables for "enter all that
apply" questions involved assignment of the relevant code that was shown to respondents during
the interview for that question, or a code of 98 (blank) if respondents did not choose that item
from the list; these procedures were implemented for "enter all that apply" questions anywhere in
the entire interview. The additional edits described in this section were implemented within
modules that had "enter all that apply" variables. In 2013, most variables were coded as 1 if
respondents chose that item from the list, and values of 98 were recoded with a value of 6.
Documentation for these edited values for "enter all that apply" variables was as follows:

* 1 =Response entered, and

* 6 =Response not entered.

For example, if a respondent reported lifetime nonmedical use of codeine, the code of 4
that was assigned to the variable in the initial processing was reassigned a code of 1 as part of the
editing procedures. If the respondent did not choose codeine from the list of drugs in question
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PRO4A, but reported nonmedical use of another pain reliever from the list, then the code of 98 in
the variable for codeine (which had been assigned during the remapping of "enter all that apply"
variables, as described in Section 2.2.2) was replaced with a code of 6 during the editing process.

Use of the code of 6 was intended to indicate to analysts that not choosing an available
response from the list was not exactly the same as an answer of "no" in questions that required
respondents explicitly to answer "yes" or "no" about a behavior of interest. In other words, a
response of "no" in a "yes/no" type of question can be thought of as an active indication that the
behavior or characteristic of interest did not apply, whereas not choosing a response in an "enter
all that apply" list can be thought of as a passive indication that a particular behavior did not
apply. In practice, however, not choosing a response from a list often was treated as being
equivalent to a response of "no" in subsequent editing steps. For example, see the discussion
about editing for the most recent nonmedical use of the pain reliever OxyContin® in Section
6.2.2 in Chapter 6.

However, this procedure was modified in 2013 for "enter all that apply" questions that
were added to the interview beginning in 2013. These new variables were coded as 1 if
respondents chose that item from the list, and values of 98 were recoded with a value of 2.
Documentation for these values was as follows:

e 1=Yes,and
* 2 =No (not entered).

For example, questions QD10A, QD10B, and QD10C were added in 2013 for
respondents who had ever served on active duty in the United States Armed Forces or Reserve
components. Respondents who reported in question QD10A that they had ever served on active
duty were asked in question QD10B to indicate the period when they served on active duty, with
question QD10B being an "enter all that apply" question. If a respondent reported serving on
active duty between May 1975 and July 1990, the code of 3 that was assigned to the variable in
the initial processing was reassigned a code of 1 as part of the editing procedures. If the
respondent did not report being on active duty during this period but reported being on active
duty during another period, then the code of 98 in the variable for this period of active duty
military service was replaced with a code of 2 during the editing process. As for the code of 6
that was described previously, the documentation of "No (not entered)" for the code of 2 was
intended to indicate to analysts that not choosing an available response from the list was not
exactly the same as an answer of "no" in questions that required respondents explicitly to answer
"yes" or "no."

2.4.5 "Back-Editing" Based on "OTHER, Specify'" Data

"Back-editing" refers to situations in which answers to a given question can be used to
make inferences about how a preceding question within the same module should have been
answered. Specifically, the principles and procedures that are discussed in this section refer to
use of "OTHER, Specify" data to go "back" and edit an earlier variable according to what
respondents specified in a later series of questions for that module.
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In particular, atype of inconsistency that could commonly occur in the NSDUH data
involved situations in which respondents did not answer a question affirmatively (e.g., in
guestion LSO1A, whether they ever used L SD). In the same module, however, they reported
something in "OTHER, Specify" items that indicated that the other question should have been
answered as "yes' (e.g., specifying use of LSD as some "other" hallucinogen that the respondent
had ever used). When respondents specified something that corresponded to an item they had
been asked about previously, but they had not answered that previous item as "yes," then the
editing procedures assigned a value of "yes' to the relevant question. The following code
typically was used when aresponse of "yes' waslogically inferred: 3=Yes LOGICALLY
ASSIGNED.

If there was alead to the "OTHER, Specify" question that was in the form of a"yes/no"
guestion (e.g., "Have you ever, even once, used any other hallucinogens besides the ones that
have been listed?"), the affirmative answer was retained in the lead to the "OTHER, Specify"
guestion (i.e., having ever used any other hallucinogens), in addition to the inference being made
that the answer to another question logically was "yes" (e.g., "Have you ever, even once, used
LSD, also called 'acid?"). The redundant specify code also was retained in the "OTHER,
Specify" variable(s) to indicate to analysts the source of the logically inferred "yes' value.

This principle also applied to the editing of variablesin "enter al that apply" questions
based on answersin "OTHER, Specify" data. The following code typically was used when a
response was logically inferred in avariable in an "enter all that apply" question: 3 = Response
entered LOGICALLY ASSIGNED.? For example, if arespondent did not choose codeine from
thelist in question PRO4A, but specified codeine as another pain reliever that he or she misused,
then it was inferred that codeine logically should have been chosen from the list. The individual
edited variable corresponding to lifetime nonmedical use of codeine was assigned a code of 3.

24.6 "Flagand Impute" Principlesfor Drug Use Data

The editing procedures for establishing when respondents last used a substance are
critical for creating final published estimates from NSDUH of the prevalence of substance usein
the United States. In addition, data from core drug use modules on most recent use are important
for establishing whether skipped guestions in noncore modules truly were not applicable or if
there might be some question about whether these skipped questions might have applied to the
respondent. For example, respondents who reported that they used cocaine in their lifetime but
that they last used it more than 12 months ago were not asked questions about cocaine
dependence or abuse. However, if any of these respondents also reported that they first used
cocaine at their current age, these reports of recent initiation would suggest that they may have
used cocaine in the past 12 months, in which case they should have answered the dependence or
abuse questions for cocaine.

24 No "OTHER, Specify" questions were associated with new "enter all that apply" questions that were
added to the interview for 2013.
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Under the deterministic edits for the old PAPI format, as a general rule, if a respondent
indicated in one question on a substance's answer sheet that he or she had never used a substance
and indicated use of that substance in another question on the answer sheet, logical editing coded
the person as a user of that substance. If a respondent reported two (or more) different answers
on the same answer sheet with respect to how recently he or she had used a substance, the editing
procedures typically assigned the category indicating the more recent use. Relatively little
statistical imputation was done to the PAPI recency variables following the editing step. A
drawback of this approach was that decisions to infer more recent use could have an appreciable
impact on estimates of use in the past 30 days for less commonly used substances, such as
cocaine and heroin.

Conversion of the instrument to a CAI format in 1999 provided an excellent opportunity
to reexamine the procedures and underlying assumptions for editing the recency variables.
Further, the logic in the CAI instrument, in which respondents were skipped past questions that
did not apply to them, precluded the same kinds of edits for the CAI recency variables as were
done for PAPI.

Four possible ways of editing the data for most recent use of a drug were examined as
part of the methodological research for data processing and estimation procedures using the CAI
data (Kroutil & Myers, 2002). The flag and impute rule that was adopted for editing the CAI
recency-of-use variables flags inconsistencies between a recency variable and related variables
but does not make a decision about the final recency category. Rather, this rule leaves these
inconsistencies for recency-of-use and related data to be resolved through statistical imputation.

For example, if a respondent originally reported last using a drug more than 12 months
ago but also reported first using it at his or her current age, this procedure inferred that the
respondent was af least a lifetime user. In the imputation procedures, this case's data for most
recent use was imputed to indicate most recent use in any period (i.e., in the past 30 days, more
than 30 days ago but within the past 12 months, or more than 12 months ago). Also, the data on
past year initiation that were inconsistent with most recent use of the drug more than 12 months
ago were set to bad data (Section 2.4.3), which treated the initiation data as missing.
Consequently, if the respondent was imputed to have last used the drug at some point in the past
12 months (including use in the past 30 days), then the respondent could be imputed to have
initiated use of the drug within the past 12 months or more than 12 months ago based on data
from a donor whose reports of first use and most recent use were consistent. However, if the
respondent was imputed to have last used the drug more than 12 months ago, then initiation data
from the donor respondent also would be consistent with initiation more than 12 months prior to
the interview date.

The beauty of this edit rule lies in its simplicity: If a respondent gives an answer within a
substance's module that conflicts with the original answer to the recency-of-use question, then
the recency variable is statistically imputed using data from a suitable donor record without these
inconsistent data (see Chapter 3). A second attractive feature of this rule is that if the respondent
provides conflicting information, it is not necessary to try to deduce from the data when the
respondent last used the substance. Moreover, this rule does not automatically discount
indications of more recent use than the respondent originally reported in a recency question, nor
does it automatically infer that the respondent last used a substance more recently than he or she
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originally reported (as was the case with editing procedures for the former PAPI data). However,
if final assignment occurred to indicate use in a more recent period than the respondent originally

reported, this decision typically was made through statistical imputation rather than deterministic
editing.?®

% Limited exceptions that involved deterministic editing of recency variables are discussed in Chapter 6.
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3. Imputation and the Predictive Mean
Neighborhood Methodology

3.1 Introduction

As with most large-scale sample surveys, the respondent datasets for the 2013 National
Survey on Drug Use and Health (NSDUH) contained missing responses for some items,
inconsistent or invalid responses, and violations of skip patterns. Although the survey instrument
was designed to enforce skip patterns and to perform some consistency checks as data were
collected, invalid and inconsistent responses still occur. These response errors are a source of
bias in the analysis of NSDUH data (Cox & Cohen, 1985).

Deterministic editing to correct erroneous and inconsistent responses and to replace
missing values is appropriate when a unique association exists between predictor variables and
the variable to be predicted (Cox & Cohen, 1985). For instance, gender often can be inferred
from the respondent's relationship to the head of a household (e.g., son, daughter). However,
even when good predictor variables are present, an unambiguous prediction may not be possible
for every record having missing or faulty data (e.g., "cousin" does not clarify the gender of a
respondent). In such cases, the remaining faulty or missing data often are replaced with
statistically imputed data.

"Imputation" is the term used to describe the replacement of missing data with plausible
values. Most commonly, imputation is used when a respondent answers some questions on a
survey but not others. This is a condition known as "item nonresponse." By contrast, when a
selected individual does not respond to any question on the survey at all, or does not respond to
enough key questions for the case to be useful for research purposes, this is a condition referred
to as "unit nonresponse." In such cases, weighting adjustments are normally employed to account
for these missing data. As an initial step, prior to any processing of the data, unit nonrespondents
were discarded, and only unit respondents (i.e., item respondents and item nonrespondents for
any given questionnaire item) were included in the subsequent editing, imputation, and analysis
of NSDUH data.

Once processed, imputed values cannot be distinguished from nonmissing values for a
given variable in the final dataset. Therefore, observations with imputed data must be identified
with a concomitant indicator variable. The vast majority of imputation-revised variables for the
2013 NSDUH have the prefix "IR" attached to their names.?® Although no missing data were
possible for gender because a response to this item was required before the interview could
proceed, the "IR" prefix for IRSEX was maintained for continuity with past years. Each imputed
variable has an associated indicator variable, identified by the prefix "II" that can be used to
identify which values were imputed and which were not. For some imputation-revised variables,
additional imputation indicators were created with the prefix "II2." These indicators gave more

26 Exceptions to this rule included the imputation-revised employment status variables EMPSTAT4 and
EMPSTATY and the core-plus-noncore methamphetamine and stimulant variables CPNMTHFG, CPNMTHYR,
CPNMTHMN, CPNSTMFG, CPNSTMYR, and CPNSTMMN.
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details about the source of the imputed or logically assigned value. The levels of a typical "II"
imputation indicator are as follows:

* 1 =From questionnaire
* 2= Logically assigned

e 3 = Statistically imputed
* 9= Legitimate skip

Assignment of a code of 9 to an imputation indicator reflected the prior assignment of a
legitimate skip code as part of the editing process (Section 2.4.2). Also, if a question had missing
or ambiguous data and this question governed the skip logic for subsequent questions,
respondents typically were skipped out of the subsequent questions. Respondents requiring
imputation for the variables that governed a skip pattern typically receive a value of 3
(statistically imputed) for the imputation indicators associated with both the governing variables
and the imputed variables that were nested within the skip pattern. For example, if a respondent
had missing data for whether he or she had ever used a particular substance and was imputed to
have never used it, the imputation indicators for recency of use of the substance, age at first use,
frequency of use in the past 12 months (if applicable), and frequency of use in the past 30 days
(if applicable) all were assigned a code of 3.

3.2 Development of the Predictive Mean Neighborhood Methodology

Various methods of imputation have been used since the NSDUH was first administered
in the early 1970s.2” With the expansion of the NSDUH sample size in 1999, the predictive mean
neighborhood (PMN) method for imputation was implemented and is currently used for most
variables. PMN is designed to incorporate the complex interrelationships among items in the
current NSDUH, thus maintaining data consistency within individual respondent records. Table
3.1 provides a summary of the types of imputation procedures used for each of the variables
imputed in the NSDUH samples from 1999 through 2013.

Table 3.1 Summary of Item Imputation Procedure Used, by Variable and NSDUH Year
Variable 1999! 2000 2001 2002-2003 | 2004-2013
Interview Date Random’ Random None None None
Age None? None None None None
Birth Date None Random Random Random | Random
Gender None None None None None
Race USHD* PMN PMN PMN PMN
Hispanic or Latino Origin Indicator USHD PMN PMN PMN PMN
Marital Status USHD PMN PMN PMN PMN
Hispanic or Latino Origin Group USHD PMN PMN PMN PMN
Education USHD USHD PMN PMN PMN

7 Prior to the 2002 survey year, when it was renamed, the National Survey on Drug Use and Health
(NSDUH) was originally known as the National Household Survey on Drug Abuse (NHSDA).




Table 3.1 Summary of Item Imputation Procedure Used, by Variable and NSDUH Year

(continued)
Variable 1999! 2000 2001 2002-2003 | 2004-2013
Employment Status USHD USHD PMN PMN PMN
Immigrant Not imputed | Not imputed | Not imputed | WSHD? PMN
Health Insurance PMN PMN PMN PMN® PMN
Lifetime Drug Usage PMN PMN PMN PMN PMN
Recency and Frequency of Use’ PMN PMN PMN PMN PMN
Age at First Use PMN PMN PMN PMN PMN
Age at First Daily Cigarette Use PMN PMN PMN PMN PMN
Personal and Family Income PMN PMN PMN PMN PMN
(Binary)
Personal and Family Income (Finer PMN PMN PMN PMN PMN
Categories)
Nicotine Dependence Not imputed | Not imputed | Regression | Regression | Regression
Household Size (Roster-Derived) PMN PMN PMN PMN PMN
Other Household Composition PMN PMN PMN PMN PMN
(Roster-Derived)

' The 1999 survey year also included a paper-and-pencil interviewing sample. The procedures listed here are from

the computer-assisted interviewing sample.

"Random" refers to a random assignment within a quarter for the interview date and a random assignment using

age and interview date for the birth date.

3 "None" means that no missing values were encountered after editing, and thus no imputation was necessary. For
gender (from the 2002 survey onward) and age, missing values were precluded by design (see Chapter 4).

4 "USHD" refers to the unweighted sequential hot-deck method of item imputation described in this report (see
Section 3.2.1.1).

5 "WSHD" refers to the weighted sequential hot-deck method of item imputation described in this report (see
Section 3.2.1.2).

¢ Although PMN was the method used for health insurance in all years since the 1999 survey, imputation also was
applied to more detailed health insurance variables in the surveys from 2002 onward.

7 "Recency and Frequency of Use" included variables measuring recency of use, 12-month frequency of use, 30-
day frequency of use, and binge drinking frequency in past 30 days. "Binge drinking" was defined as having five
or more drinks on the same occasion on a given day.

3.2.1 Previously Used Hot-Deck Imputation Methods

With any method of imputation, missing responses for a particular variable (hereafter,
termed "base" variable) are replaced by values from similar respondents with respect to a number
of characteristics (hereafter, "auxiliary variables"). If "similarity" is defined in terms of a single
predicted value from a model, these auxiliary variables can be represented by that value. The
respondent with the missing value for the base variable is called the "recipient," and the
respondent from whom values are borrowed to replace the recipient's missing value is called the
"donor." Donors and recipients are distinguished by the completeness of their records with
regard to the variable(s) of interest (i.e., the donor has complete data for that variable, and the
recipient does not). The term "hot deck" is used to refer to imputations made on recipient base
variables using donor values from the same dataset. The PMN methodology utilized on the
NSDUH is a specialized hot-deck method and is described in greater detail later in this chapter.
For more information on the general hot-deck method of item imputation, see Little and Rubin
(1987, pp. 62-67).
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For the 2013 NSDUH, the only imputations that did not incorporate the PMN method
were those used for the birth date, date of first use, and nicotine dependence variables, described
in Section 4.2.5, Section 6.3.3.4, and Chapter 7, respectively. Two other hot-deck methods—
unweighted sequential hot deck (USHD) and weighted sequential hot deck (WSHD) (Cox, 1980,
pp. 721-725; lannacchione, 1982)—were used in past surveys.?® In the sections that follow, the
features and limitations of USHD, WSHD, and the random nearest neighbor hot deck (NNHD)
are discussed as background for the development of the PMN methodology.

3.2.1.1 Unweighted Sequential Hot Deck

In a sequential hot-deck procedure, data are first ordered using specific criteria, and the
last reported value in the sequence is substituted for each missing value as the data are processed.
In USHD, the selection of a response for imputation purposes is independent of the sampling
weight associated with the data record from which the response is taken and the data record to
which a response is being imputed. USHD imputation is, therefore, based upon the tacit
assumption that nonrespondents would answer in a manner similar to that of respondents
immediately adjacent to them in an appropriately sorted data file and hence that the data
associated with the nearest neighbor are appropriate for the imputation of missing values (Cox,
1980, p.721).

Implementation of the USHD method (and of hot-deck methods, in general) involves
three basic steps:

1. Construct imputation classes. When there is a strong logical association between
the base variable and certain auxiliary variables, the dataset is partitioned by these
auxiliary variables, and imputation procedures are implemented independently within
the resulting imputation classes defined by the cross of these auxiliary variables.

2. Sort the analytic file. Within each imputation class, the file is sorted by auxiliary
variables relevant to the item being imputed. The sort order of the auxiliary variables
is chosen to reflect the degree of importance of the auxiliary variables in their relation
to the base variable being imputed (i.e., those auxiliary variables that are better
predictors for the item being imputed are used as the first sorting variables). In
general, two types of sorting procedures—a straight sort and a serpentine sort**—
were used in previous surveys to sort the files prior to imputation.

3. Replace missing values with imputed values. The sorted file is read sequentially.
Each time an item respondent is encountered (i.e., the base variable is nonmissing),

28 The USHD method was used exclusively for the 1991-1998 surveys, for the paper-and-pencil
interviewing sample from the 1999 survey, and for all demographic variables in the computer-assisted interviewing
sample from the 1999 survey. In the 2002-2003 surveys, missing values in the immigrant variables required WSHD
imputation. Note, however, that the USHD and WSHD methods have not been used on the NSDUH since the 2000
and 2003 survey years, respectively.

29 Under a straight sort, a set of variables is sorted in ascending order by the first variable specified. Then,
within each level of the first variable, the file is sorted in ascending order by the second variable specified, and so
forth. In a serpentine sort, a set of variables is sorted so that the direction of the sort (ascending or descending) for
subsequent variables changes each time the value of the preceding variable changes. The serpentine sort has the
advantage of minimizing the change in the entire set of auxiliary variables every time any one of the variables
changes its value. For an example of each, see Appendix A of the 2009 imputation report (Ault et al., 2011).
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the base variable response is stored, updating the donor response. Any subsequent
nonrespondent in the file receives the stored donor response, which in turn results in a
statistically imputed response. Because the file is sorted by relevant auxiliary
variables, the preceding item respondent (donor) closely matches the neighboring
item nonrespondent (recipient) with respect to the auxiliary variables.

For any particular item being imputed under USHD, there is the risk of several
nonrespondents appearing next to one another on the sorted file; in this situation, each would
receive imputed values from the same donor. To detect this problem on the NSDUH in the
survey years prior to 2001, the imputation donor was identified for every item being imputed,
and frequencies by donor were examined. If several nonrespondents were aligned next to one
another after sorting, sort variables were added or eliminated, or the ordering of the sort variables
was modified, to ensure that multiple nonrespondents did not comprise adjacent records on the
resulting file.

3.2.1.2  Weighted Sequential Hot Deck

WSHD improves upon USHD by incorporating the sampling weights when replacing
missing values among recipient records in the final hot-deck assignment step. The earlier steps
taken to impute for missing values under the WSHD method are the same as those for the USHD
method; as in USHD, WSHD requires the formation of imputation classes and appropriate
sorting (straight or serpentine) of the analytical file.

The WSHD procedure used in surveys prior to 2004 followed directly from Cox (1980).
Specifically, once the imputation classes were formed, the data were divided into two datasets:
one for respondents and one for nonrespondents. Scaled weights v; were then derived for all
nonrespondents using the following formula:

v, =ws /wij=12,...,n,
where 7 is the number of nonrespondents, w; is the sample weight for the j nonrespondent, w+
is the sum of the sample weights for all the nonrespondents, and s is the sum of the sample
weights for all the respondents. The respondent data file was partitioned into zones of width v;,
where the imputed value for the j nonrespondent was selected from a respondent in the
corresponding zone of the respondent data file. This selection algorithm is an adaptation of
Chromy's (1979) sequential sample selection method.

WSHD controls the number of times a donor can be selected and allows each respondent
the chance to be a donor because a respondent is selected within each v;. Consequently, the most
important benefit of the weighted sequential hot-deck method is the elimination of bias in the
estimates of means and totals, particularly when the response rate is low or when the covariates
explain only a small amount of variation in the specified variable. In addition, many surveys
sample subpopulations at different rates, and using the sample weights allows the imputed data
for the nonrespondents to have the same mean (for the specified variables) as the respondents. In
other words, the weighted hot deck preserves the respondent's weighted distribution in the
imputed data (Cox, 1980).
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3.2.1.3 Unweighted Random Nearest Neighbor Hot Deck

Another commonly used imputation method—one not directly used on the NSDUH, but
related to the PMN method—is random nearest neighbor hot deck (NNHD) (Little & Rubin,
1987, p. 65). With this method, a donor set or neighborhood deemed "close to" the recipient,
with respect to a number of covariates, is used to select a donor at random. The distance between
the values of the recipient and potential donors for each of the auxiliary variables is calculated,
and then the donors for the neighborhood are chosen such that the maximum of these distances is
less than a certain threshold value, referred to as "delta." This neighborhood is restricted, using
imputation classes described previously, so that the potential donors' values of the base variable
are consistent with the recipient's preexisting nonmissing values of related variables.

Because a distance function is used to define "closeness" between the recipient and a
donor under NNHD, there is less of a problem of sparseness of the donor class when imputing
for continuous variables. It should be noted, however, that the distance function involving
categorical or nominal variables is typically ad hoc and often hard to justify.

3.2.2 Advantages of the Predictive Mean Neighborhood Methodology

The PMN methodology developed for and implemented on the 1999 NSDUH was an
attempt to address the shortcomings, while retaining the positive characteristics, of the hot-deck
imputation methods discussed above. It is a combination of two commonly used imputation
methods: non-model-based NNHD (Little & Rubin, 1987, p. 65) and a modification of Rubin's
model-assisted predictive mean matching (PMM) method (Rubin, 1986). The PMN method
enhances Rubin's PMM method, in that PMN can be applied to both discrete and continuous
variables, either individually or jointly. PMN also enhances the NNHD method for discrete
variables so that the distance function used to find neighbors is no longer in terms of the original
predictor variables and therefore does not require arbitrary scaling.

In addition, the PMN methodology offers the following advantages over the imputation
methods employed on earlier NSDUHs:

* A greater number of auxiliary variables may be used to determine donors. Using
a model-based hot-deck technique like PMN allows auxiliary variables to be
incorporated in two ways: first, as covariates in models, and second, in likeness
constraints*® applied to potential donors. Under USHD and WSHD, the number of
auxiliary variables is limited in part by the problem of sparse neighborhoods; donors
must match recipients for all variables used to form imputation classes. If too many
variables are used to form imputation classes, some classes may be very small and
contain few or no item respondents to serve as donors. By contrast, under PMN, the
donors need only be "close" to the recipients with respect to the predicted values
determined by the models, even when the models include numerous covariates.
Moreover, PMN ensures that a sufficient number of potential donors comprise the
donor neighborhood, so that likeness constraints may be applied on the donor set as
needed.

30 Likeness constraints are flexible constraints that govern the similarity between donors and recipients. See
Section 3.3.1.3 for details.
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* Relative importance of auxiliary variables is determined by standard estimating
equation techniques. Under USHD and WSHD, as implemented, the selection of
classing and sorting variables was sometimes ad hoc, and in the former instance,
weights were not utilized. In PMN, by contrast, objective criteria based on a more
rigorous methodology (i.e., regression) quantify the relationship between a given
covariate and the response variable in the presence of other covariates, so that the
response variable itself is indirectly used to determine donors. Further, the sampling
weights can be incorporated in PMN regression models without difficulty.

* Internal consistency of the post-imputation record is guaranteed. In PMN, the
donor pool can be restricted to those making the post-imputation record logically
consistent. For example, if a recipient must receive a cocaine past year frequency of
use between 30 and 50, the donors can be restricted to ensure that the recipient
receives such a value. In USHD and WSHD, the classing and sorting variables cannot
easily be used to guarantee this; there may not be a donor in the imputation class who
will create a consistent record.

* Correlations across response variables are accounted for by making the
imputation multivariate. In comparison with other model-based methods, discrete
and continuous variables can be handled jointly and relatively easily in PMN by using
the idea of sequential univariate modeling. Further, differential weighting factors can
be objectively assigned to different elements of the predictive mean vector depending
on the variability of predicted means in the dataset.

3.3 Implementation for the Predictive Mean Neighborhood Methodology

The implementation of PMN on the NSDUH involves three basic steps: response
propensity (RP) adjustment, prediction (PRD) modeling, and hot-deck imputation. At the most
basic level, the RP adjustment reallocates the weights of the item nonrespondents to item
respondents; the prediction model calculates predicted means for both; and the hot-deck step
assigns final values to the item nonrespondents based on a distance function derived from these
predicted means. These steps are described in more detail in the following sections and are
combined in three different ways, called PMN "types" (Section 3.4), to complete imputation
procedures.

3.3.1 Step 1: Response Propensity Adjustment

Response propensity is defined as the probability of response, whether at the unit level or
item level. The purpose of response propensity is to adjust the sampling weights for item
nonresponse so that the item respondent weights that are used only during the imputation process
are representative of the entire domain of interest. In the response propensity step of PMN, the
item response propensity is modeled as a function of a predetermined set of covariates. The
model can be thought of as a special case of the generalized exponential model (GEM)?!
developed for weighting procedures, in that imputations that are done at the item level are similar
in nature to the weight adjustments made for entire units.

31 The GEM macro, which was written in SAS/IML® software, was developed at RTI International for
weighting procedures and is described in detail in Appendix A of CBHSQ (2015a).
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There are four key inputs to the item response propensity modeling step:

1.

Analysis weights. For all imputation procedures, the best available analysis weight is
used as an input to the NSDUH imputation procedures. Because of the timing of 12-
month processing and, in particular, the coordination between the weighting and
imputation tasks in each NSDUH year, most variables that undergo imputation utilize
the preliminary analysis weight, PANALWT. For those variables that are processed
later in the annual cycle, the final analysis weight ANALWT may be used instead, if
it is available at the time of imputation processing for that variable. The pair variables
described in Chapter 11 utilize yet another weight, PRANALWT. See Center for
Behavioral Health Statistics and Quality (CBHSQ) (2015a) for full descriptions of the
final analysis weights. See CBHSQ (2015b) for full descriptions of the pair weights.

Domain indicator. In this report, a "domain" is defined as the set of respondents who
are included in models and for whom predicted means are calculated. For many
NSDUH variables that undergo imputation, the domain includes all unit respondents.
For others, the domain is a subset of unit respondents. For example, the marital status
question is only asked of respondents aged 15 or older. In this case, the domain
indicator is set to zero for respondents aged 12 to 14 and to one for respondents aged
15 or older. The domain indicator is an important input to the tables in Appendix A,
where item response rates are reported for each variable that undergoes imputation on
the NSDUH.

Item response indicator. The item response indicator is set to zero for item
nonrespondents and to one for item respondents. GEM uses this indicator to identify
the item nonrespondents and item respondents when reallocating the weights
appropriately. The item response indicator is an important input to the tables in
Appendix A, where item response rates are reported for each variable that undergoes
imputation on the NSDUH.

Covariates. GEM uses a predetermined list of covariates to allocate the weights from
item nonrespondents to item respondents. The covariates tend to be variables that are
correlated with (1) the propensity to respond, (2) the variable that is undergoing
imputation, or (3) both. The goal is to avoid bias in the prediction models by
allocating the weights of the item nonrespondents to similar item respondents,
without too greatly inflating the variance of the estimates that utilize these weights
(CBHSQ, 2015a). Appendix D lists the starting and final covariate lists for each
response propensity model fit in NSDUH imputation procedures.

3.3.2 Step 2: Prediction Modeling

Utilizing the response propensity-adjusted weights that were derived in the previous step,
the prediction model calculates predicted means, which are used in the hot-deck step(s) to create
neighborhoods and select donors. The dependent variable in the model is usually the variable, or
some transformation of that variable, that is undergoing imputation. Each model is built using
only those cases within the domain with complete responses for that item. Predicted means are
then calculated for all of the domain members, whether or not they were item respondents, using
the values for the covariates and the estimates for the regression coefficients.
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For categorical outcome variables, logistic regression models are used for the prediction
models. For continuous variables, linear regression models are fit. For count variables, Poisson
regression models are used. For response variables that are proportions (e.g., months on welfare;
see Chapter 9), a logit transformation is applied to the proportion, and a linear regression model
is utilized. The variable sets in which some transformations of the response variables were
implemented include the noncore demographics (Chapter 5), drugs (Chapter 6), and income
(Chapter 9).

The goal of the prediction model is to protect against bias for as many analysis domains
as possible, so these models tend to start with long lists of covariates (Allison, 2008).3> Appendix
D lists the starting and final covariate lists for each prediction model fit in NSDUH imputation
procedures. In contrast to explanatory (association) models where model parsimony is a relevant
metric of a model's appropriateness, the focus in a prediction setting is on the predicted values
only.

The SUDAAN software package is used to fit nearly all the prediction models used in the
NSDUH.3? All covariates from the applicable starter list are utilized unless SUDAAN produces
warning messages, which indicate nonconvergence or model instability. In these cases, the
standard errors of the regression coefficients are used to make decisions about which covariates
to drop from the models; covariates are dropped until SUDAAN no longer produces these
warning messages. The primary advantage of using SUDAAN to fit prediction models is that the
standard errors associated with the regression coefficients properly account for the complex
survey design. The predicted means are the same using SUDAAN as they are using, for example,
the analogous base SAS procedure (given the same set of covariates), but the decision on which
covariates to drop in the event of model instability or nonconvergence is more informed under
SUDAAN because the standard errors account for stratification and clustering.

In the particular case of some of the logistic regression models, the warning messages
produced by SUDAAN may be triggered when a cross-classification of the outcome variable and
a covariate has empty or nearly empty cells. Covariates of this type are highly correlated with the
outcome variable but cannot be used in the prediction model. However, they are often used in the
hot-deck step to identify suitable donors.

For the types of regression-based prediction models used for each variable that underwent
imputation using PMN, see Table 3.2.

32 Allison (2008) writes that "... imputation models should be relatively 'rich' so that they may be congenial
with lots of different models that could be of interest."
33 The only exception is the finer income categories, described in detail in Chapter 9.
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Table 3.2

Regression Models Used for Each Variable Imputed with Predictive Mean

Neighborhood
Type of Regression SAS/SUDAAN

Variable Domain Model Procedure'
Demographics

Marital Status 15 years or older Multinomial Logistic MULTILOG

Race All respondents Multinomial Logistic MULTILOG

Hispanic or Latino Indicator All respondents Binomial Logistic RLOGIST

Hispanic or Latino Group Hispanics Multinomial Logistic MULTILOG

Education Level All respondents Multinomial Logistic MULTILOG

Employment Status 15 years or older Multinomial Logistic MULTILOG

Immigrant Status: Born-in-U.S. All respondents Binomial Logistic RLOGIST

Indicator

Immigrant Status: Age of Entry Not born in U.S. Simple Linear REGRESS
Drugs

Lifetime Drug Use All respondents Binomial Logistic RLOGIST

Recency of Drug Use, All lifetime users for past Binomial Logistic RLOGIST

"Hierarchical" Drugs year vs. not past year; all

past year users for past
month vs. not past month

Recency of Drug Use, Pipes All lifetime users Binomial Logistic RLOGIST

Recency of Drug Use, All Other | All lifetime users Multinomial Logistic MULTILOG

Drugs

12-Month Frequency of Drug Use | All past year users Simple Linear REGRESS

Daily Drug Use over Past 30 All past month users Binomial Logistic RLOGIST

Days, Cigarettes, Chewing

Tobacco, and Snuff

30-Day Frequency of Drug Use, | All past month users Simple Linear REGRESS

Cigarettes, Chewing Tobacco, except those who used

and Snuff daily over the past 30 days

30-Day Frequency of Drug Use, | All past month users Simple Linear REGRESS

All Other Drugs

Age at First Drug Use All lifetime users Simple Linear REGRESS
Household Composition

Total Number of Rostered People | All respondents Poisson LOGLINK

Total Number of Children All respondents Poisson LOGLINK

Younger than 18

Total Number of People Aged 65 | All respondents Poisson LOGLINK

or Older

Indicator of Whether the All respondents Binomial Logistic RLOGIST

Respondent Has Family Members

in Household

Total Number of Respondent's All respondents Poisson LOGLINK

Family Members in the

Household (Excludes Foster

Relationships)

Total Number of Respondent's All respondents Poisson LOGLINK

Family Members in the
Household Younger than 18
(Excludes Foster Relationships)
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Table 3.2 Regression Models Used for Each Variable Imputed with Predictive Mean
Neighborhood (continued)

Type of Regression SAS/SUDAAN
Variable Domain Model Procedure!'-

Total Number of Respondent's All respondents Poisson LOGLINK
Family Members in the
Household (Includes Foster
Relationships)

Total Number of Respondent's All respondents Poisson LOGLINK
Family Members in the
Household Younger than 18
(Includes Foster Relationships)

Income
Source of Income All respondents Binomial Logistic RLOGIST
Months on Welfare All respondents who Simple Linear REGRESS
received welfare payments
or welfare services in the
past year
Total Income (Binary) All respondents Binomial Logistic RLOGIST
Finer Category Income All respondents Time-to-Event LIFEREG
(Survival)
Health Insurance
Specific Types of Health All respondents Binomial Logistic RLOGIST
Insurance Coverage
Any Other Health Insurance All respondents with none Binomial Logistic RLOGIST

of the specific types of
health insurance

' SAS® software is a registered trademark of SAS Institute Inc. SUDAAN® is a registered trademark of Research
Triangle Institute.

2 See RTI International (2012) for more information on all SAS-callable SUDAAN procedures in this table except
LIFEREG and LOGISTIC. See SAS Institute Inc. (2013) for more information on the LIFEREG and LOGISTIC
procedures.

3.3.3 Step 3: Hot-Deck Imputation

After sampling weights have been appropriately adjusted in the response propensity step
and predicted means have been calculated in the prediction step, the hot-deck step** of PMN is
applied to select a donor for each item nonrespondent. The algorithm used to select donors is
graphically displayed in the flowchart in Figure 3.1. Briefly, likeness constraints are loosened in
an iterative fashion until PMN yields a nonempty donor neighborhood. Mahalanobis distance is
then used to rank donors by closeness to the item nonrespondent, and a final donor is selected at
random from a minimum of 30 candidate donors to supply imputed value(s) for a given recipient.
Many of the hot-deck components used in PMN are described below and appear explicitly in the
tables of Appendix E.

34 There is one situation on the NSDUH in which the imputation is not a hot-deck step, but is a stochastic
imputation based solely on the predicted mean(s) of the recipient, of the type described in Section 5.1 of the
evaluation of imputation methods report by CBHSQ (in press). These ideas have their origin in Singh, Grau, and
Folsom (2004), where Centered PMN is discussed as an alternative to PMN. This one exception is the provisional
hot-deck step for imputation set 2 for the health insurance variables (Section 10.3.2.3).
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Figure 3.1

Donor Selection Algorithm
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3.3.3.1 Logical and Likeness Constraints

Logical constraints and likeness constraints are restrictions placed on the set of donors to
make imputed values consistent with preexisting, nonmissing values of the item nonrespondents
(recipients) and to make candidate donors as much like the recipients as possible. Logical
constraints are fixed constraints that prevent logical inconsistencies between variables, and
likeness constraints are flexible constraints that govern the similarity between donors and
recipients.

The logical constraints are never removed, because to do so would risk the selection of a
donor that produces an inconsistent post-imputation record. For example, for the employment
status variable, if the item nonrespondent is known to be employed, but full-time vs. part-time
status is unknown, the imputed value must come from a donor who is employed as well.

Likeness constraints are placed on the pool of donors to make the attributes of the
neighborhood as close as possible to those of the recipient. For example, age and employment
status are correlated. A likeness constraint exploits this correlation by requiring the donor's age
to be within 5 years of the item nonrespondent's age, but likeness constraints may be loosened if
they happen to force the donor pool to be empty.

One likeness constraint that is used in all hot-deck steps, regardless of the variable being
imputed, is the delta constraint. This particular likeness constraint requires the donor's predicted
mean to be within 5 percent (delta) of the item nonrespondent's predicted mean for each element
of the predictive mean vector. If the predicted means are probabilities, the values of delta vary
depending upon the value of the predicted mean.

Each delta is defined as 5 percent of the predicted probability if the probability were less
than 0.5 and is defined as 5 percent of 1 minus the predicted probability if the probability were
greater than 0.5. This allows for a looser delta for predicted probabilities close to 0.5 and a
tighter delta for predicted probabilities close to 0 or 1. The range of values for delta across
various predicted probabilities is shown in Table 3.3.

Table 3.3 Values of Delta for Various Predicted Probabilities

Predicted Probability (p) Delta
p<0.5 0.05p
p>0.5 0.05(1 — p)

Logical constraints and likeness constraints, including the order in which likeness
constraints are loosened for some variables, are presented in the tables in Appendix E.

3.3.3.2 Predictive Mean Vector

The predicted means from the prediction step play a central role in the donor selection
algorithm depicted in Figure 3.1, through the construct of the predictive mean vector. The
predictive mean vector is essentially a list of predicted means from the prediction modeling step.
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In simple cases, the predictive mean vector contains only one element, such as the predicted age
at which a respondent began using a drug. In complex cases, the predictive mean vector includes
several elements from several different prediction models, such as the predicted recency and
predicted frequency of use for a given drug.

When the prediction model is a logistic regression model, predicted means are calculated
for each level of the outcome variable. For example, the employment status variable that
undergoes imputation has four levels: employed full time, employed part time, unemployed, or
other. Therefore, a single prediction model is fit using a four-level outcome variable, yielding
predicted probabilities for each level, as follows:

e El: P(respondent is employed full time)
* E2: P(respondent is employed part time)
* E3: P(respondent is unemployed)

* E4: P(other)

Note, however, that the predictive mean vector for the employment status variable
contains only three elements. It does not include the predicted probability for the reference cell,
which in this case is the "other" level, since that level is implicitly defined by the presence of the
other three predicted means.

Occasionally, the predicted means are adjusted so that they are made conditional on what
is known for a given respondent. Continuing the example above, some respondents report that
they have a job but are unclear about the number of hours they usually work in a week. Because
the NSDUH definition of part-time versus full-time employment status was based on working a
minimum of 35 hours in a usual week, the predictive mean vector is made conditional on
employment of any sort for these respondents. Therefore, the single predicted mean used for
these respondents is equal to E1 + (E1 + E2), P(respondent is employed full time | respondent is

employed). Conditional probabilities are also used in the binary income hot-deck step and the
drug recency/frequency hot-deck steps.

Predictive mean vectors are presented in the tables in Appendix E.
3.3.3.3 Univariate vs. Multivariate Matching and Assignment

If the predictive mean vector consists of only one element, univariate matching is used to
select a donor. If the predictive mean vector consists of more than one element, multivariate
matching is used to select a donor. The donor may also give values to the item nonrespondent for
more than one variable, a situation known as multivariate assignment. Similarly, if the donor
provides values for only one variable, the hot-deck step uses univariate assignment. Table 3.4
shows examples of NSDUH variables that were imputed using each of the four combinations of
univariate/multivariate matching and assignment.
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Table 3.4 Examples of Variables Imputed Using Each of the Four Combinations of
Univariate/Multivariate Matching and Assignment

Variables Imputed One at a Time Variables Imputed in a Set
(Univariate Assignment) (Multivariate Assignment)

Predictive Mean Vector Hispanic/Latino Origin Finer Category Income
Has One Element (Section 4.3.3) (Section 9.3.2)
(Univariate Matching)
Predictive Mean Vector Marital Status Lifetime Drug Use
Has More Than One (Section 4.3.1) (Section 6.3.1)
Element (Multivariate
Matching)

Whether the hot-deck step employs univariate or multivariate matching, Mahalanobis
distance is used to rank the donors by closeness to the item nonrespondent. The Mahalanobis
distance is used instead of Euclidean distance in order to standardize the distance in terms of the
population variances and covariances of vector components.®® It is given by

\/(PR _u'NR),E_l(uR — W),

where 1y refers to the predictive mean vector for a given item respondent, and M,z is the

predictive mean vector for a given item nonrespondent. The matrix X is the variance-covariance
matrix of the predictive mean vector, using the set of item respondents that comprise that
domain. Because the square of the Mahalanobis distance is a monotone function of the distance
itself, and only the ranking of the donors (instead of the absolute distance measure) is used in the
algorithm, the additional step of taking the square root of the squared distance is not performed
in practice.

3.3.34 Missingness Patterns

For many variables imputed on the NSDUH, item nonrespondents were segregated into
patterns of nonresponse called missingness patterns. Missingness patterns arise in two ways.
First, for sets of variables that underwent multivariate assignment, item nonrespondents were
segregated into missingness patterns based on which variables were missing. Second, a new
missingness pattern could emerge when logical editing restricted an item nonrespondent to only
a subset of the variable's possible values. The example for employment status discussed above
applies here as well: respondents whose employment status was completely unknown had a
different missingness pattern than did those who were known to be employed. Often, different
predictive mean vectors were used, and different constraints were applied, for different
missingness patterns. Many of the tables in Appendix E are segregated by missingness pattern
for this reason.

35 When univariate matching is employed, the ranking of donors by Mahalanobis distance is equivalent to
the ranking of donors by Euclidean distance. This is not necessarily true when multivariate matching is employed.
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3.3.3.5 Final Assignment of Donor Values

Logical and likeness constraints are used to form a neighborhood of potential donors
from the pool of item respondents within each missingness pattern. Logical constraints are
always imposed to maintain internal consistency, whereas likeness constraints are removed or
relaxed in a predetermined order until this donor neighborhood is nonempty. Once a nonempty
neighborhood is found, the rest of the PMN donor selection algorithm depends on whether or not
the delta constraint was applied.

If the delta constraint was applied, all the members of the neighborhood are similar to the
recipient with respect to the predictive mean vector. The final donor is then randomly selected
with equal probability from among the "closest" (in terms of Mahalanobis distance) 30 members
of the neighborhood; potential donors whose Mahalanobis distance from the recipient are equal
("ties") are accounted for in the donor selection algorithm depicted in Figure 3.1. If, on the other
hand, the delta constraint was not applied, to ensure that the final donor is as close to the item
nonrespondent as possible with respect to the predicted means, the donor with the smallest
Mahalanobis distance is selected as the final donor. If there is more than one "closest" donor
(i.e., there are ties), the final donor is randomly selected with equal probability from among the
closest donors. At the conclusion of the hot-deck step, the item nonrespondent receives values
from the selected donor for a single variable (in the univariate assignment case) or for a set of
variables (multivariate assignment).

3.4 Predictive Mean Neighborhood "Types"

There are three types of PMN as applied on the NSDUH: Type 1, single response
propensity (RP)/single prediction (PRD) (Section 3.4.1); Type 2, multiple RP/multiple PRD
(Section 3.4.2); and Type 3, single RP/multiple PRD (Section 3.4.3). Each of the three PMN
types is a coordinated application of the three basic steps of PMN discussed in Section 3.3.

In PMN, an imputation "set" is a set of variables for which a single donor is used in the
final hot-deck step.3® Sets are formed based on the extent of correlation among variables and the
level of missingness in the data. Variables with few missing values and no strong relationships
with other variables tend to be processed in an imputation set by themselves. Closely related
variables tend to be processed together in the same set to preserve, as much as possible,
correlations between variables in the data. However, the more variables that are included in a
multivariate set, the less likely it is that a nonempty neighborhood can be found using the delta
constraint. Even though there are many advantages to using a multivariate imputation set, one
disadvantage in several instances is not being able to apply the delta constraint.

Table 3.5 lists the imputation sets for each variable group discussed in this report and the
PMN type used to process each set.

36 Section 3.4.2 defines and discusses the differences between provisional and final hot-deck steps in the
context of PMN.
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Table 3.5 PMN Types Applied to Each Variable Group and Imputation Set

Variable Group Imputation Set PMN Type
Core Demographics All (5 sets) 1 (Single RP/Single PRD)
Noncore Demographics All (3) 1
Drugs Lifetime 3 (Single RP/Multiple PRD)
Recency of Pipe Use 1
Recency/Frequency, Other Drugs (13) 2 (Multiple RP/Multiple PRD)
Cigarette Ever Daily Used 1
Age at First Use (14) 1
Roster All (8) 1
Income Binary 3
Finer Categories 1
Health Insurance Types of Health Insurance 3
Any Other Health Insurance 1
Roster Pair Pair Relationship 1
Multiplicities (6) 1
Household Counts, Sibling-Sibling 1
and Spouse-Spouse (4)
Household Counts, Parent-Child 2

PRD = prediction; PMN = predictive mean neighborhood; RP = response propensity.
3.4.1 Type 1: Single Response Propensity/Single Prediction

PMN Type 1, the single RP/single PRD type, involves a single iteration of the three basic
steps described in Section 3.3: response propensity, prediction, and hot-deck imputation. Many
variables that undergo imputation in the standard processing cycle use this type, including all the
demographics and roster variables and the age-at-first-use drug variables. Figure 3.2 illustrates
the single RP/single PRD type of PMN imputation.

Figure 3.2 PMN Type 1: Single Response Propensity/Single Prediction

Imputation-Revised

| Edited Variable(s) » RP % PRD [ HD ™ Variable(s) |

Usually the single RP/single PRD type involves univariate assignment in the hot-deck
step,’” but it may involve univariate or multivariate matching, depending on the prediction
model. If the prediction model is a dichotomous logistic regression, linear regression, or Poisson
regression model, univariate matching is used because the model produces only one predicted
mean. If, on the other hand, the prediction model is a polytomous logistic regression model,
multivariate matching is used because the model produces more than one predicted mean (i.e.,

37 Finer income categories is an example of an imputation set that uses the single RP/single PRD type, but
its hot-deck step utilizes multivariate assignment. If the item nonrespondent is missing the finer income category at
both the personal and family level, the donor will provide values for both variables in a single hot-deck step. The
prediction model is fit using the family-level finer income category.
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the predicted probability associated with each level of the response variable). In either
implementation, there is only one prediction model.

In the single RP/single PRD type, for the univariate assignment case, the item response
indicator is based on the single variable that is being assigned in the hot-deck step. If the single
variable is missing, the case is an item nonrespondent; otherwise, the case is an item respondent.
In the multivariate assignment case, the case is an item respondent if all variables that are
assigned in the hot-deck step are nonmissing.

3.4.2 Type 2: Multiple Response Propensity/Multiple Prediction

PMN Type 2, multiple RP/multiple PRD, involves multiple iterations of the single
RP/single PRD type. However, for all iterations except the last, the hot-deck step is provisional
instead of final and involves univariate matching and univariate assignment.*® These provisional
hot-deck steps tend to be straightforward with respect to constraints and predictive mean vectors,
because their only purpose is to fill in missing values so that variables earlier in the sequence can
be used as covariates in the RP and PRD models for variables later in the sequence.*” In the last
iteration, a final hot-deck step is completed, where final imputed values are assigned for all
variables involved in the models. This final hot-deck step always involves multivariate matching
and multivariate assignment. The predicted means from all PRD models are used in this final
hot-deck step, and a single record is used to fill all the missing values, thus preserving the
relationships among the variables of interest. This is the most refined type of PMN. The recency
and frequency variables (within each drug family) follow this type. Figure 3.3 illustrates the
multiple RP/multiple PRD type of PMN imputation.

In the multiple RP/multiple PRD type, multiple univariate prediction models are used.
The standard approach to multivariate modeling, with a given set of outcome variables
(including both discrete and continuous), is likely to be computationally intensive due to the
volume of model parameters and the difficulty in specifying a suitable covariance structure.
Following Little and Rubin's (1987) proposal of a joint model for discrete and continuous
variables, and its implementation by Schafer (1997), it is possible to fit a pure multivariate model
for multivariate imputation, but it would require making distributional assumptions. Moreover,
because of the obvious problem of specifying an accurate probability distribution underlying
survey data, none of the existing solutions take the survey design into account. In the multiple
RP/multiple PRD type, a multivariate model is fitted by a series of univariate parametric models
(including the polytomous case), such that variables modeled earlier in the sequence have a
chance to be included in the covariate set for subsequent models in the sequence.

38 There is one exception to the rule that provisional hot-deck steps involve univariate matching and
univariate assignment. The provisional hot-deck step for cocaine and crack lifetime use utilizes multivariate
assignment, since both variables are used in the subsequent PRD model for heroin. The delta constraint refers to
both predicted means, but in the calculation of Mahalanobis distance, only the cocaine predicted mean is used.
Therefore, with respect to matching, this is not strictly univariate or multivariate; it is a little of both. See Section
6.3.1.5.

3 There are exceptions. In a few imputation sets that use PMN Type 2 or PMN Type 3 (single RP/multiple
PRD), provisional hot-deck steps are not completed because the variables earlier in the sequence are not used as
covariates for variables later in the sequence. This occurs for some of the imputation sets for health insurance
(Chapter 10) and roster pairs (Chapter 11).
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Figure 3.3 PMN Type 2: Multiple Response Propensity/Multiple Prediction
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For variables imputed by PMN Type 2 and PMN Type 3 (single RP/multiple PRD), the
order in which variables were modeled is of some importance because variables early in the
sequence have the potential to be part of the set of covariates for variables later in the sequence,
but variables late in the sequence cannot be used for modeling for the earlier variables because of
missing values. Note that usually not all variables in the sequence were missing for a particular
incomplete record. Nevertheless, models were developed for all the variables in a univariate
fashion for reasons mentioned earlier. For the drugs, the sequence of imputation was determined
by considering such factors as the level of prejudice and discrimination associated with the
drugs, the level of "missingness" in the data (Appendix A), and the degree to which one set of
drugs could be used as predictors for other drugs. The decisions on sequencing for other
imputation sets were made using similar criteria. For some respondents, some but not all of the
variables in the imputation set are missing. This gives rise to missingness patterns (Section
3.3.3.4). Typically, in the final hot-deck step, only the predictive mean vector elements
corresponding to missing variables are used to match donors with item nonrespondents.
However, likeness constraints (and sometimes logical constraints) are often used to preserve
relationships between the missing and nonmissing variables. Although the nonmissing values
would not be replaced by the corresponding values from the donor, some degree of correlation
between missing and nonmissing variables is expected to be preserved using these constraints.

The multiple RP/multiple PRD type works well for closely related variables that have
different domains and different nonresponse patterns, because the separate RP steps account for
these. The recency and frequency variables provide a good example: the domain of the recency
models consists of all lifetime users; the domain of the 12-month frequency model (if applicable)

59



consists of all past year users; and the domain of the 30-day frequency model (if applicable)
consists of all past month users. The provisional imputation-revised values may be used as
covariates in later models, or even may be used to define the domains of later RP models.

3.4.3 Type 3: Single Response Propensity/Multiple Prediction

In PMN Type 3, the single RP/multiple PRD type, a single RP model is applied to all the
variables modeled in the PRD steps. This is a less refined version of the preceding type, because
it involves the fitting of only one RP model and is not as sensitive to different domains and
response patterns among the outcome variables. The same weights are used for all PRD models.
The lifetime drug use variables and source-of-income variables are examples of imputation sets
that follow this type. Figure 3.4 illustrates the single RP/multiple PRD type of PMN imputation.

Figure 3.4 PMN Type 3: Single Response Propensity/Multiple Prediction

[ Edited Variables |

/ RP O\
- \ ) A N
PRD; » PRD; | = » PRD,
N S . P
Y Yy \ A y
Provisional Provisional | Final
HD; HD, : { HD
B awan-1
/ Imputation-Revised
Variables

3.5 Special Auxiliary Variables: Age Group and State Rank

The age group and State of residency auxiliary variables apply to several of the
imputation sets described in Chapters 4 through 11. Across variable groups, most imputation sets
are processed separately by age group, regardless of the type of PMN that was used. The State of
residence is used to construct a State-rank variable, which is then used in imputation for the drug
variables (Chapter 6) and the income variables (Chapter 9).
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3.5.1 Age Groups

The variables related to drug use, household composition, income, and health insurance
are highly correlated with age. This, along with the desire to use parallel processing to expedite
the time it takes to impute all the variables, led to the decision to separate the imputation
procedures for these variables into distinct age groups. Therefore, the drug use variables were
imputed within each of three age groups: 12 to 17, 18 to 25, and 26 or older. The household
composition (roster-derived), income, and health insurance variables were imputed within the
following four age groups: 12 to 17, 18 to 25, 26 to 64, and 65 or older.*® The roster pair
variables (i.e., the variables related to the relationship between two respondents from the same
sampled dwelling unit) were often divided into age groups depending on the ages of both pair
members.

In the hot-deck step, the age group restriction could be considered a likeness constraint.
However, the models also were built separately within the age groups, so this restriction was not
loosened unless no other options were available. Although the demographic variables did not
always show a high correlation with age, the imputation of missing values in the demographic
variables also was performed within age groups. This was done to maintain consistency with
how the other variables were imputed and to facilitate parallel processing. The same three age
groups that were used for drugs were also used for demographics. Occasionally, small sample
sizes necessitated the aggregation of age groups at the modeling stage. In particular, the models
for education level (highest grade completed) were fit within the age groups of 12 to 17 and 18
or older. In the employment status models, the 15-17 and 18-25 age groups were aggregated.
Finally, all age groups were aggregated for the Hispanic/Latino group, marital status, and
immigrant age-of-entry models.

3.5.2 State Rank

Because State-level estimates are an important product of the NSDUH, there has been
interest in requiring the donor to be from the same State as the recipient. However, this could not
always be implemented because of insufficient pools of donors.*! In such cases, information
about the State of residence of each respondent was incorporated into the modeling and hot-deck
steps of the PMN procedure by grouping respondents into three categories based on the ranking
of their State of residence. For lifetime drug use, the States were ranked by the weighted
proportion of lifetime users of the drug of interest. For recency and frequency of drug use, the
States were ranked by the weighted proportion of past month users of the drug of interest. For
income, the States were ranked by the weighted proportion of respondents whose personal
incomes during the prior calendar year were greater than or equal to $20,000. These State-rank
variables were used as covariates in the RP and PRD steps and sometimes in likeness constraints
in the hot-deck step.

40 Age groups were sometimes aggregated for the health insurance procedures. See Chapter 10 for details.

41 In the hot-deck step for some of the demographic variables, a likeness constraint required the donor to be
from the same segment as the item nonrespondent. Segments never cross State lines, so this can be viewed as a
refined use of the State of residence. In practice, this constraint often had to be removed because many segments
included only a handful of unit respondents.
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4. Editing and Imputation for the NSDUH
Core Demographics Variables

4.1 Introduction

As noted in Chapter 1, the NSDUH questionnaire includes both "core" and "noncore"
modules. Questions about demographics are included in both of these types of modules. Core
demographic questions include age, birth date, gender, marital status, race, Hispanic/Latino
origin, Hispanic/Latino group, and education level (highest grade completed). These questions
remain in the survey each year and are important for trend estimates.

This chapter discusses procedures for editing and imputing the core variables for
demographic characteristics. Although the interview date was not classified as a core
demographic variable, it is used along with a respondent's birth date (when provided by the
respondent) as the starting point for determining the respondent's current age. Therefore, the
editing procedures for the interview date also are included in this chapter. The noncore
demographic variables (including but not limited to immigrant status and employment status) are
discussed in Chapter 5.

Prior to imputation, editing was performed on all of these core demographics variables.
This editing could range from simply assigning legitimate skip codes (Section 2.4.2), as was the
case for marital status, to coding "OTHER, Specify" responses (Section 2.3.1.3) and resolving
inconsistencies, as was the case for race and ethnicity.

After editing, the variables were processed in one of four ways:

* No imputation required: interview date, age, gender. These are described in Sections
4.2.1,4.2.2, and 4.2 4, respectively. The edited data contained no missing values.

* No imputation performed: current State residency reported by interviewers,*> number
of times married, military status,*} perceived health status. These are described in
Sections 4.2.3,4.2.6, 4.2.8, and 4.2.10, respectively.

* Random assignment: birth date. This procedure is summarized in Section 4.2.5
because it is straightforward and does not involve the predictive mean neighborhood
(PMN) method, which is described in Chapter 3.

* PMN: marital status, race, Hispanic/Latino origin, Hispanic/Latino group, education
level. These are described in Sections 4.2.6, 4.2.7, and 4.2.9, respectively.

42 The State residency that was reported by interviewers differs from the variable STATE, which contains
the Federal information processing standards (FIPS) codes for States and is created at the sampling stage. The
variable STATE is recommended for use in State-level analyses.

43 A final imputation-revised variable is not created for military service. However, a limited non-PMN
imputation is performed for military service as part of the imputation procedures for health insurance, as described
in Section 10.3.2.4.
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Overall, the core demographics variables that are discussed in this chapter either did not
have missing data by design or tended to have high item response rates. Except for race, the item
response rates when nonresponse was allowed (i.e., "don't know" or "refused") were more than
99 percent.*

4.2 Editing Selected Core Demographics Variables
In this section, editing procedures are described for the following:

* interview date (Section 4.2.1);
* age (Section 4.2.2);

» State residency (Section 4.2.3);
* gender (Section 4.2.4);

» birth date (Section 4.2.5);

* marital status and number of times married (if respondents had ever been married)
(Section 4.2.6);

* race, Hispanic/Latino origin, and Hispanic/Latino group (Section 4.2.7);

* U.S. military service history and current military status (if respondents had ever been
in the U.S. military) (Section 4.2.8);

* education level (Section 4.2.9); and

» perceived health status (Section 4.2.10).
4.2.1 Creating the Edited Interview Date Variable (INTDATE)

The program for the computer-assisted interviewing (CAI) captured information about
the time and date at the start of the interview, at the start of each module to which respondents
were routed, and at the completion of the interview. This information was recorded in separate
variables that were included in the interview data that were transmitted from the field to the data
processing staff. These variables containing the start and end dates and times of the interview
and modules are referred to as time and date "stamps." For example, the time and date stamps for
the beginning of the interview were captured in the variable TBEGINTR, the time and date
stamps for the end of the interview were captured in the variable TENDINR, and the time and
date stamps for the alcohol questionnaire module were captured in the variable TBEGALC.
These time and date stamps were sequentially arranged in the dataset in the order that the
questionnaire modules appeared. In most cases, the time and date stamps were compared and
edited to obtain the final edited interview date (INTDATE). The editing indicator associated with
the interview date variable (EIIDATE) specified the module date stamp that was used to create
the edited interview date.

4 When given the opportunity to enter a race, many respondents entered "Hispanic" or some
Hispanic/Latino group such as "Mexican," resulting in a comparatively larger amount of missing data for the race
question. As a result, the item response rate for the race variables is still high but tends to be about 96 to 97 percent.
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In some situations a "breakoff" occurred (i.e., the respondent did not finish the interview
in one sitting and resumed the interview on another date), and the respondent's birthday occurred
between the beginning and the end of the interview. In these situations, the interview date was
set to the end-of-interview date stamp, which was consistent with the first date stamp after the
respondent's birthday. (This date stamp was indicated in the CAI.)

A date stamp was not used to set the interview date if any of the following conditions
were true:

1. The date stamp was more than 14 days outside the quarter in which the interview was
supposed to take place.

2. The date stamp was later in time than a subsequent date stamp.

3. The date stamp occurred before a birthday, which in turn occurred before the end of
the interview.

If none of the date stamps were usable, then the interview date was imputed to be
sometime in the quarter in which the interview was assumed to have taken place.

4.2.2 Creating the Edited Age Variable (AGE)

The age that respondents reported at the beginning of the interview (CALCAGE) was
determined in one of two ways:

1. The respondent reported his or her birth date to the interviewer. This information was
captured in the variable AGE1. The interviewer confirmed with the respondent that
the birth date information had been recorded correctly and could not proceed further
with the interview until the respondent verified the birth date. CALCAGE was
determined from AGE1 and the date that was recorded at the start of the interview.
The interviewer then confirmed with the respondent that this calculated age was
correct. If the respondent indicated that the calculated age was not correct, then the
interviewer could not proceed further until any additional corrections to the birth date
had been made and the respondent verified both the date of birth as well as the
calculated age.

2. If'the respondent did not know or refused to report a birth date, the respondent was
asked to provide his or her correct age, which was captured in the variable
DKREFAGE. In this situation, CALCAGE was set to the age that had been recorded
in DKREFAGE.

Interviews were terminated if respondents did not report their age in one of these two
ways. Interviews also were terminated if CALCAGE indicated that respondents were less than
12 years old.

Even after CALCAGE has been determined for respondents at the beginning of the
interview, respondents could change their age in response to consistency checks in self-
administered modules pertaining to their substance use (e.g., if they reported first using a drug at
an age that was greater than their current age). Any changes that respondents made to their age
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during the questionnaire were captured in the temporary variable CURNTAGE. Therefore, it was
possible for the age that was recorded for the respondent at the beginning of the interview
(CALCAGE) to be different from the value of CURNTAGE that was captured at the end of the
interview and stored in the variable NEWAGE. As discussed before, NEWAGE is the final value
stored in the variable CURNTAGE at the end of the interview.

The final age variable, AGE, was determined using CALCAGE and NEWAGE and three
other sources: the age calculated from the final edited interview date (INTDATE) and the
reported birth date (AGE1), the age corresponding to the "self" in the questionnaire household
roster (if it existed) (Section 8.2.3), and the pre-interview age that was reported during screening
of the dwelling unit (DU).* In most situations when the final edited continuous age was
determined, priority was given to CALCAGE, NEWAGE, and the age that was calculated from
AGE]1 and INTDATE. There were occasions, however, where the age corresponding to the "self"
in the household roster was used, even if it did not agree with CALCAGE and NEWAGE. If the
final age (AGE) did not agree with the date of birth that had originally been entered (AGE1), the
birth date also was edited. An intermediate value for age was determined in the following
manner:

Intermediate value for age =

* NEWAGE, if nonmissing and exactly equal to CALCAGE, where TBEG_TUT (the
interview date time stamp at the beginning of the tutorial) = INTDATE (the edited
interview date) (age indicator = 1); else

* NEWAGE, if nonmissing, TBEG TUT and INTDATE were not equal, but
NEWAGE was exactly equal to CALCAGE (adjusted by Blaise*® to a changed
interview date if the interview date was changed within the questionnaire), and the
respondent's birthday did not fall between the dates corresponding to TBEG_TUT
and INTDATE (age indicator = 1); else

* NEWAGE, if nonmissing, TBEG TUT and INTDATE were not equal, the
respondent's birthday fell between the dates corresponding to TBEG_TUT and
INTDATE, the given value of CALCAGE agreed with what it should be based on
INTDATE and the given birth date (i.e., EIIDATE not equal to 6), and NEWAGE
and CALCAGE were exactly equal (age indicator = 1); else

* age calculated from INTDATE and the reported birth date, if the birth date was
nonmissing, TBEG_TUT and INTDATE were not equal, the respondent's birthday
fell between the dates corresponding to TBEG _TUT and INTDATE, and the given
value of CALCAGE did not agree with what it should be based on INTDATE and the
given birth date (EIIDATE = 6), where the newly calculated age based on INTDATE

4 When contacting the DU, the field interviewer (FI) asked to speak with an adult resident of the household
aged 18 or older who could serve as the screening respondent. Using a handheld computer, the FI completed a
S-minute procedure with the screening respondent that involved listing all household members along with their basic
demographic data (including age). The computer used the demographic data in a preprogrammed selection algorithm
to select zero, one, or two sample people, depending on the composition of the household.

46 Blaise is the computer program within the CAI instrument that was used to direct the respondent and
interviewer through the questionnaire.

66



was exactly equal to the screener age and/or the roster age (if it existed) (age indicator
= 2); else

* NEWAGE, if NEWAGE differed from CALCAGE and NEWAGE = screener age
and NEWAGE = roster age (if it existed), and the interview date at the beginning of
the interview (TBEGINTR) was within the appropriate quarter (age indicator = 3);
else

* CALCAGE, if CALCAGE differed from NEWAGE and CALCAGE = screener age
and CALCAGE = roster age (if it existed), and the interview date at the beginning of
the interview (TBEGINTR) was within the appropriate quarter (age indicator = 4);
else

* age calculated from reported birth date and INTDATE, if EIIDATE =5 and
NEWAGE = CALCAGE (but neither was equal to the correct age) (age indicator =
5); else

* NEWAGE, if NEWAGE differed from CALCAGE, but NEWAGE = roster age,
provided roster age existed (age indicator = 6); else

* CALCAGE, if CALCAGE differed from NEWAGE, but CALCAGE = roster age,
provided roster age existed (age indicator = 7); else

» NEWAGE, if NEWAGE differed from age calculated from reported birth date and
INTDATE, but NEWAGE = CALCAGE, screener age, and roster age (if it existed)
(age indicator = 8); else

* CALCAGE, if CALCAGE differed from NEWAGE, but CALCAGE = age calculated
from INTDATE and the reported birth date, and CALCAGE was within 1 year of
screener age and roster age (age indicator = 9).

After these rules had been applied, this intermediate age value was compared with the
age corresponding to the "self" in the household roster. For most respondents, the final edited
value for the age variable (AGE) was set to this intermediate age value. There were exceptions,
however, as detailed below.

By the time the interviewer reached the roster part of the questionnaire, there had been
multiple opportunities to change the value of age in response to consistency checks. This value
of age was called CURNTAGE by the Blaise program. One of the consistency checks in the
questionnaire household roster was to verify the value of the respondent's own entry for age in
the household roster (the "self" entry) against the value of CURNTAGE. If the self age differed
from CURNTAGE, then the interviewer could either change the respondent's age that was
entered in the roster or override the consistency check and provide an explanation for why the
roster age did not match CURNTAGE. If the consistency check for age was overridden, then the
value for age corresponding to the "self" in the roster may not match the intermediate age value
that was described previously. However, if sufficient explanation was given for overriding the
age consistency check, other evidence pointed to the veracity of the roster age, and the difference
between CURNTAGE and the roster age for self was less than 2 years, then AGE was set to the
roster age, even if it disagreed with both NEWAGE and CALCAGE. In particular, all of the
following conditions had to be met for this to occur:
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1. The interviewer specifically indicated that the roster age was the correct one.
2. The pre-interview screener age matched the roster age.

3. The other household member's roster supported the roster age value, if another
member of the household completed the interview.

It also was possible for interviewers to jump back from the household roster or elsewhere
in interviewer-administered sections (i.e., after respondents had completed the audio computer-
assisted self-interviewing [ ACASI] section of the interview) to change the respondent's date of
birth. In this situation, the values of CALCAGE and NEWAGE could be consistent, but these
changes to the respondent's age between the beginning and end of the interview would not be
readily apparent. Rather, this pattern would become evident in reviewing ACASI data. For
example, if respondents were aged 21 or older at the beginning of the interview and they did not
change their age during the ACASI portion of the interview, questions were skipped in the
noncore consumption of alcohol module about alcohol use by people aged 12 to 20. However, if
their final age indicated they were aged 12 to 20, then they would have been eligible to be asked
questions about alcohol use by people aged 12 to 20 (see Sections 7.3 and 7.4.17).

Three age category variables were created from the final age: CATAGE with four levels
(12to 17, 18 to 25, 26 to 34, and 35 or older); CATAG2 with three levels (12 to 17, 18 to 25, and
26 or older); and CATAG3 with five levels (12 to 17, 18 to 25, 26 to 34, 35 to 49, and 50 or
older). These variables were used instead of the continuous age variables in some subsequent
imputations and analyses.

4.2.3 Creating the Edited Current State Residency Variable (STATELOC)

Field interviewers (FIs) were instructed to use the FI "checkpoint" FIPE4 at the
beginning of the interview to report the State where the DU was located. The term "checkpoint"
refers to an item that was completed by the FI about the location of the DU or characteristics of
the sample within the DU. These checkpoints were not administered to the respondents but were
used to customize the wording of questions in subsequent sections of the interview, such as
State-specific names for Temporary Assistance for Needy Families (TANF) programs (Section
9.2.3).

The State that interviewers entered in FIPE4 sometimes failed to match the State
residence information that was used to sample a given case. These mismatches were investigated
by field staff during data collection. Some of these mismatches existed for a valid reason, such as
if a respondent had been selected in a DU in one State but had moved to another State. In these
situations, if FIPE4 reflected the State where the respondent was currently living, the edited
variable STATELOC (corresponding to FIPE4) retained the value from FIPE4. Otherwise, if the
State information in FIPE4 was entered incorrectly, STATELOC was assigned a code for bad
data (Section 2.4.3). In turn, the setting of STATELOC to bad data affected the editing of other
variables that were dependent on the State where the respondent was reported to be a resident.

4.2.4 Creating the Edited Gender Variable (IRSEX)

As with previous surveys since 2002, FlIs in 2013 were required to enter the respondent's
gender in question QDO1. As a result, it was not possible to have missing values for this
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question. To maintain continuity with surveys prior to 2002 in which missing data could exist for
gender, the variable name IRSEX was used to describe gender in the 2013 survey. However, it
was not necessary to create an imputation indicator, because IRSEX and QD01 were equivalent.

As for the situation described previously for age, interviewers also could jump back to
the beginning of the interview and change the respondent's gender based on roster information.
This type of change to QD01 between the beginning and end of the interview would not be
readily apparent. However, this pattern would become evident in reviewing ACASI data. For
example, if respondents were defined as being male at the beginning of the interview, questions
in the noncore health care module about pregnancy were skipped. However, if their final gender
and age indicated that they were female and aged 12 to 44, then they would have been eligible to
be asked questions about pregnancy (see Sections 7.3 and 7.4.9).

4.2.5 Creating the Edited Birth Date Variable (BRTHDATE)

To proceed with the interview, respondents were required to provide their date of birth or
current age (if they did not provide their date of birth) at the beginning of the interview. Each
completed case respondent possessed a current age, although a number of cases had missing
birth dates. If the birth date was nonmissing but was inconsistent with AGE and INTDATE
(either in the unedited data or as a result of editing age and/or interview date), then the reported
birth month and day were preserved, and the birth year was logically edited according to the
interview date and age.

In cases with missing birth dates, a birth date was randomly selected from all possible
birth dates, given the final age and interview date. Each date in this period (365 or 366 days,
depending on whether the period includes February 29 in a leap year) had an equal probability of
selection.

4.2.6 Creating the Edited Marital Status Variables (MARITAL, EDMARIT, and
NOMARR)

In the 2013 questionnaire, a single core question (QD07) asked about the respondent's
marital status if respondents were aged 15 or older. If respondents indicated that they were
currently married, widowed, or divorced or separated, they also were asked to report the number
of times they had been married (QDO0S). The exact wording of the questions was as follows:

QDO07: Are you now married, widowed, divorced or separated, or have you never

married?

1 MARRIED

2 WIDOWED

3 DIVORCED OR SEPARATED
4 HAVE NEVER MARRIED

QDO8: [IF QDO7 =1 OR 2 OR 3] How many times have you been married?
NUMBER OF TIMES: [RANGE: 1 - 9]
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MARITAL and NOMARR underwent minimal processing. Legitimate skip codes were
assigned to both variables (Section 2.4.2) if respondents were aged 12 to 14. Similarly, legitimate
skip codes were assigned to NOMARR if respondents had never been married. The base variable
for creating an imputation-revised version of marital status was called EDMARIT. This variable
was equivalent to MARITAL, with the exception that all legitimate skip codes were collapsed
into a single legitimate skip code (99), and missing values were set to the SAS*” missing code (.)
so that they could be properly handled by the modeling programs.

4.2.7 Creating the Edited Race and Hispanic/Latino (Origin and Group) Variables

In the 2013 questionnaire, two core questions focused on the respondent's ethnicity*®
(QDO03 and QD04) and two focused on the respondent's race (QD05 and QDO5ASIA). For those
questions with multiple categories (QD04, QDO05, and QD0O5ASIA), the respondent had the
opportunity to select more than one category. Two more Hispanic/Latino group categories were
added to QD04 since the 2004 survey: Dominican (from Dominican Republic) and Spanish
(from Spain). These new categories were added to the survey because of the large number of
"OTHER, Specify" responses in previous NSDUHs that mapped to these categories.

The questions as they appear in the survey instrument are presented below.

QDO03: Are you of Hispanic, Latino, or Spanish origin or descent?

1 YES
2 NO

QDO04: (Asked only if QD03 = 1) Which of these Hispanic, Latino, or Spanish groups
best describes you?

1 MEXICAN, MEXICAN AMERICAN, MEXICANO, OR CHICANO
PUERTO RICAN

CENTRAL OR SOUTH AMERICAN

CUBAN OR CUBAN AMERICAN

DOMINICAN (FROM DOMINICAN REPUBLIC)

SPANISH (FROM SPAIN)

OTHER (SPECIFY)

~N N W

QDO05: Which of these groups describes you?

1 WHITE

2 BLACK OR AFRICAN AMERICAN

3 AMERICAN INDIAN OR ALASKA NATIVE (AMERICAN INDIAN
INCLUDES NORTH AMERICAN, CENTRAL AMERICAN, AND
SOUTH AMERICAN INDIANS)

4 NATIVE HAWAIIAN

5 GUAMANIAN OR CHAMORRO

47 SAS® software is a registered trademark of SAS Institute Inc.
48 The questions about ethnicity were limited to determining whether a respondent was Hispanic/Latino or
not, and the specific Hispanic/Latino group to which a Hispanic/Latino respondent belonged.
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SAMOAN

OTHER PACIFIC ISLANDER

8 ASIAN (INCLUDING: ASIAN INDIAN, CHINESE, FILIPINO,
JAPANESE, KOREAN, AND VIETNAMESE)

9 OTHER (SPECIFY)

|

QDO5ASIA: (Asked only if QD05=8) Which of these Asian groups describes you?
1 ASIAN INDIAN

2 CHINESE

3 FILIPINO

4 JAPANESE

5 KOREAN

6 VIETNAMESE

7 OTHER (SPECIFY)

As stated in the guidelines from the Office of Management and Budget (OMB),*
"Hispanic/Latino" was categorized as an ethnicity, not a race. However, when given the
opportunity to enter a race, many respondents entered "Hispanic" or some Hispanic/Latino
group, resulting in missing data for the race question. Even though the final drug use tables were
cross-classified with a variable that combined race and ethnicity, separate variables were initially
created for race and ethnicity, and the race/ethnicity variables used in the tables were derived
from these separate variables.

Due to the relationship between Hispanicity and race reporting, Hispanicity was used in
the editing of race, and vice versa. In the process of editing race, the "OTHER, Specify" response
to the Hispanic/Latino group question (QD04) was consulted (if it existed) if no race information
was identified in QD05 or QDO5SASIA. Similarly, in the process of editing the Hispanic/Latino
group, the "OTHER, Specify" responses to the race questions (QD05 and QDO05ASIA) were
consulted (if they existed) if no Hispanic/Latino group information was identified in QD04.
Because of the interdependence of race and Hispanicity, the editing of these variables is
discussed together in this section.

The procedures used to edit the race and Hispanicity variables in the surveys since 2008
differed in several ways from the procedures used in previous surveys. One of the major
differences was in the handling of race for multiple-race respondents. The first procedural
changes were triggered by the elimination of the QD06 question, which appeared in the survey
from 1999 to 2002. QD06 asked respondents who selected more than one racial category from
QD05 and QDO5SASIA combined to choose the race with which they identified the most.
Without this question, it was impossible to determine (directly) the single race that a given
multiple-race respondent would most closely identify for himself or herself. In the 2003-2007
surveys, QD06 responses were "simulated" based on models built using true QD06 responses

4 In October 1997, the OMB released a notice, "Revisions to the Standards for the Classification of Federal
Data on Race and Ethnicity" (OMB, 1997) that provides new standards for maintaining, collecting, and presenting
Federal data on race and ethnicity.
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from the 2000-2002 surveys.>® However, because racial demographics in the United States had
changed since the 2000 survey and because recent data that were needed to update these models
were not available, this method was not used after 2008 and single races were not assigned for
multiple-race respondents. Refer to Section 3.3 of the 2008 imputation report (Ault et al., 2010)
for more details.

4.2.7.1 Categories Used in Race and Hispanic/Latino Variables
4.2.7.1.1 Race Categories

For editing purposes, the 7 specific categories in QD05 (white, black or African
American, American Indian or Alaska Native, Native Hawaiian, Guamanian or Chamorro,
Samoan, and Other Pacific Islander) and the 6 specific categories in QDO5ASIA (Asian Indian,
Chinese, Filipino, Japanese, Korean, and Vietnamese) were combined to produce 13 racial
categories. Two other categories also were created: "Other Asian" (where the responses to
QDSASIA did not fit into the above category) and "Asian nonspecific" (where no response was
selected to QDO5SASIA, even though Asian was selected in QDO0S5). Respondents could choose
almost any subset of these categories. The only subsets that were not logically possible were
those that included "Asian nonspecific" in combination with one or more specific Asian
categories. Combining the information from QD05 and QDO05ASIA, as well as QD04 when
necessary, allowed for the creation of all the edited and imputation-revised race variables.

4.2.7.1.2 Hispanic/Latino Categories

With the addition of two Hispanic/Latino categories since the 2004 survey, respondents
were given the choice of seven categories in QD04 (Mexican/Mexican
American/Mexicano/Chicano, Puerto Rican, Central or South American, Cuban/Cuban
American, Dominican (from Dominican Republic), Spanish (from Spain), or some other
Hispanic/Latino group),’! and they could choose more than one category. As with QDO035,
interviewers could manually enter the alternative to the choices given, which would be either
coded to some subset of the existing seven categories or set to missing. The "OTHER, Specify"
responses to QD05 and/or QDOSASIA, if nonmissing, were consulted if no Hispanic/Latino
origin group information was available from QD04. The final imputation-revised
Hispanic/Latino group variable, IRHOGRP4, included all seven Hispanic/Latino group levels
and a legitimate skip code (99) for respondents who were not Hispanic/Latino.

4.2.7.2 Classification of "OTHER, Specify' Codes

All "OTHER, Specify" responses from QD04, QD05, and QDO5ASIA were assigned
both a race code and a Hispanic/Latino code. Each of these codes was mapped to at least one of

30 Because of the questionnaire differences between the 1999 survey and the 2000-2002 surveys, the
procedure for simulating QD06 responses for the 2003-2007 surveys was made simpler by limiting the QD06 results
from the 2000-2002 surveys. During the 2003-2007 surveys, for the purpose of allocating respondents into
imputation classes, a model was used to select a single race for respondents who had selected more than one race
(IRRACE2). The selection of a single race was based on models that were fit using data from the 2000-2002
surveys. This method is described in Appendix E of the 2007 imputation report (Ault et al., 2009).

3! When listing the six Hispanic/Latino defined categories in QD04, they shall henceforth be listed in this
chapter as Mexican, Puerto Rican, Central or South American, Cuban, Dominican, and Spanish.
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the categories described in Section 4.2.7.1 and in this section, or to some other code that was
informative in the final imputation described in Sections 4.3.2 and 4.3.3. A summary of
categories of "OTHER, Specify" codes and how they were handled is given in the following
sections. Appendix C provides the individual "OTHER, Specify" codes and more details about
how they were handled.

4.2.7.2.1 Mapping of Race" OTHER, Specify" Codesto Edited Values

This section describes the directly and indirectly mapped race codes. The edits following
from either of these types of mapped codes resulted in values that were considered "final" in that
no imputation was necessary for them.

The directly mapped codes were mapped to one or more of the categories given in the
questionnaire (Section 4.2.7). There were directly mapped racial category codes and directly
mapped geographic category codes. Racial category codes were exactly equivalent to one or
more categories in QD05 or QDO5SASIA, and were mapped directly to those categories
regardless of whether the write-in response was in QD05 or QDO5ASIA. (Respondents were still
considered at least part Asian, even if the write-in response in QDO5SASIA was non-Asian. The
racial makeup of a respondent who entered a non-Asian racial category in QDO5SASIA was
determined on a case-by-case basis.) For example, a response such as "Han" mapped directly to a
category in QDO5SASIA ("Chinese"), and a response such as "mestizo" mapped directly to two
categories in QDOS5, "white" and "Native American."

By contrast, geographic category codes corresponding to a country where census data
indicated a racially homogeneous society depended on the corresponding question. For example,
an entry of "Polish" in QD05 mapped to white because the Polish census data indicated nearly all
Poles were white. On the other hand, an entry of "Polish" in the QDO5SASIA "OTHER, Specify"
mapped to "Other Asian." Geographic category codes also included ethnic groups where the
racial identification was not immediately obvious. For example, a response of "Arab" would be
automatically mapped to "white" if the response was a write-in response for QD05. However, as
with the "Polish" entry, if the "Arab" response was a write-in response in QDO5SASIA, the
respondent was considered "Other Asian."

Indirect mapping was used for countries that were racially heterogeneous. A racial
category was chosen by generating a random number and allocating the race based on a
comparison of the random number with the proportions of races in the country's census.> For
example, an entry of "Bolivian" would have a 55 percent chance of being allocated to the
American Indian/Alaska Native category, because the latest Bolivian census indicated 55 percent
of Bolivians were American Indian/Alaska Native. For countries where the census indicated a
small proportion of some indistinct category such as "other" and the randomly generated number
indicated an allocation to this proportion, the final race was left to imputation (appropriately
constrained based upon the indistinct response).

If two or three heterogeneous countries were entered in the "OTHER, Specify" response
(e.g., Bolivian and Peruvian), the final race was allocated using the following procedure:

52 See www.infoplease.com/ipa/A0855617.html (Ethnicity and Race by Countries) for more information.
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(1) randomly assign races based on the proportions for each country mentioned; and (2) combine
the results. Exceptions to these rules occurred with the categories Mexicans, Puerto Ricans,
Cubans, Dominicans, Central or South Americans (no country listed), and Spanish, which were
given codes described under the next heading, with a final value determined using the formal
imputation procedures described in Section 4.3.2. Starting with the 2006 survey, the imputation
processing of indirectly mapped codes obtained from QDOS5SASIA has been simplified. In prior
survey years, this type of write-in response was mapped to a race through country census
information; since the 2006 NSDUH, all census-based write-in responses to the Asian race
question were mapped directly to the "Other Asian" racial category.

4.2.7.2.2 Mapping of Race" OTHER, Specify" Codesto Inform I mputation

"OTHER, Specify" responses that could not be mapped definitively to a specific race
category resulted in incomplete values requiring imputation. These responses were assigned two
types of codes, either informative or noninformative, for the formal imputation procedures for
race described in Section 4.3.2.

Responses that provided information were used to limit the final imputation. For
example, a response of "mixed" resulted in an imputation among donors with two or more races,
and a response of "brown" resulted in an imputation among donors who were not single race
white.

A noninformative response (e.g., American) that was not accompanied by a response to
one of the precoded categories™ in QD05 or QDO5ASIA (i.e., those other than the "OTHER,
Specify" response) resulted in an unrestricted imputation.

4.2.7.2.3 Subsequent Editing of Race" OTHER, Specify" Codes

Subsequent to the initial mapping of the race "OTHER, Specify" codes, edits were
sometimes implemented that revised or clarified the initial mapping before final races were
allocated. These edits were necessary if multiple sources of information, including "OTHER,
Specify" responses, provided conflicting or confusing information. These edits were
implemented when (1) the final mapping depended upon the source question (i.e., QD04, QDO0S5,
and QDO5SASIA); (2) the responses were given to both the "OTHER, Specify" and precoded
categories of QD05 or QDO5SASIA; or (3) the different "OTHER, Specify" responses were
present in at least two of QD04, QD05, and QDO5SASIA. In some cases, it was necessary to
individually examine the responses to determine the appropriate mapping.

Occasionally, the final mapped value depended upon whether the "OTHER, Specify"
code was in QD04, QDO0S5, or QDOSASIA. An example from directly mapped codes is "Indian."
This response would be mapped to "American Indian/Alaska Native" if the "OTHER, Specify"
response was in QDO0S5, but it would be mapped to "Asian Indian" if the "OTHER, Specify"
response was in QDO5SASIA. Indirectly mapped codes also could depend upon the source
question. The census data from many countries included Asian categories. If the "OTHER,

33 For example, precoded categories in QD05 in 2013 were 1 = White; 2 = Black or African American; 3 =
American Indian or Alaska Native; 4 = Native Hawaiian; 5 = Guamanian or Chamorro; 6 = Samoan; 7 = Other
Pacific Islander; and 8 = Asian. Category 9 (Other) led to the "OTHER, Specify" question.
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Specify" response was in QDO5SASIA, the random imputation to a census category was limited to
the Asian categories. "OTHER, Specify" responses that were not specifically Asian sometimes
occurred in the "OTHER, Specify" category of QDO5SASIA. These were carefully examined, but
the "Asian" part of the response was always preserved.

If "OTHER, Specify" responses to QD05 or QDO5SASIA accompanied responses to the
precoded categories in QD05 and QDOS5SASIA, it was necessary to reconcile these responses. In
some cases, the combination of responses mapped to one of the multiple race categories. For
example, if a respondent selected "black/African American" in QD05 and wrote in "black and
American Indian," then the respondent would be assigned both racial categories "black/African
American" and "American Indian/Alaska Native."

There were instances, however, when the "OTHER, Specify" response was ignored
because of responses to the precoded categories in QD05 and QDO5SASIA. In particular, the
"OTHER, Specify" response was always ignored if a precoded response category was selected,
and the "OTHER, Specify" response was a geographic category code.’* For example, if the
interviewer selected the category for "black/African American" for the respondent and also wrote
in "Polish," it was assumed that the respondent was a black Pole and, for racial identification
purposes, was considered single-race black/African American. This was true even though the
Polish census did not identify significant numbers of nonwhite people in the Polish population.

In some instances, it was necessary to reconcile the "OTHER, Specify" responses to
QDO04, QDO05, and QDO5SASIA. In these cases, the responses were examined on an individual
basis, and sometimes a new code was assigned that more accurately reflected the situation.

4.2.7.2.4 Mapping of Hispanic/Latino " OTHER, Specify" Codes

Certain Hispanic/Latino codes were considered "Definitely Hispanic." If any of these
appeared in QD05 or QDO5ASIA, the respondent was considered Hispanic/Latino regardless of
the response to QD03. Examples included "Hispanic" and "Dominicano" (Spanish for
"Dominican"). There was also a code to handle respondents who were definitely not
Hispanic/Latino (i.e., the respondent reported "Not Hispanic/Latino"). If this code appeared in
QD04, QDO05, or QDO5SASIA, then the respondent was considered non-Hispanic/Latino
regardless of the response to QD03. All other Hispanic/Latino codes either mapped directly to
one or more of the seven Hispanic/Latino group categories or provided no new information (e.g.,
Hispanic).

4.2.7.3 Edited Race Variables
4.2.7.3.1 Individual Race Categories (EDQDO051-EDQDO0515)

Edited variables were created that correspond to the 15 racial categories described in
Section 4.2.7.1.1. These variables were called EDQDO05xx, where xx represented a number
between 1 and 15, corresponding to each of the 15 categories.

>4 Actually, this "edit" was not "subsequent" to the initial mapping. Instead, the initial mapping was ignored
under the circumstances described.
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EDQDO5xx =

* 1, if the level xx was selected by the respondent in QD05 or QDO5SASIA; else

» 2, if the level xx was indicated by a directly mapped code in QD05 or QDO5ASIA;
else

* 3, ifno EDQDO5xx variables had values of 1 or 2, and the level xx was indicated by a
directly mapped code in QD04 (Hispanic/Latino status); else

e 4, if (a) no EDQDO5xx variables had values of 1, 2, or 3, and (b) the level xx was
indicated by an indirectly mapped code in QD04, QDO0S5, and/or QDO5ASIA; else

*  missing.

EDQDO0515 (Asian nonspecific) was a little different from the others. In particular, there
was no specific level of QD05 or QDO5SASIA that corresponded to it. It was used mainly to
preserve a response of "Asian" to QDO05, even if the respondent selected nothing in QDO5ASIA.
The value of EDQDO0515 was set to 1 if the respondent selected "Asian" in QD05 but mentioned
nothing that mapped to a specific Asian category in QDO5ASIA. It also could have values of 2,
3, or 4, depending on the "OTHER, Specify" codes.>

4.2.7.3.2 Broad Categories of Race (EDRACE)

The EDRACE is a 25-level variable that indicates which of four broad racial categories
(white, black/African American, American Indian/Alaska Native, Asian/Other Pacific Islander)
were identified in QD04, QDO05, and QDO5ASIA, and it also has levels to indicate how the
imputation should be restricted based on the race of the donor. The first three broad racial
categories corresponded to EDQDO051, EDQDO052, and EDQDO053, respectively. "Asian/Other
Pacific Islander" was considered to have been identified if any of EDQD054 through EDQDO0515
was nonmissing. EDRACE was created using the following rules, under five possible scenarios:

Scenario I: If only one broad racial category was identified in QD04, QDO0S5, and/or
QDOSASIA, EDRACE =

* 1 (white only), if EDQDO51 was nonmissing; else

* 2 (black/African American only), if EDQD052 was nonmissing; else

* 3 (American Indian/Alaska Native only), if EDQDO053 was nonmissing; else

* 4 (Asian/Other Pacific Islander only), if any of EDQDO054 through EDQDO0515 were
nonmissing.

35 A value of 2 indicated that the respondent wrote "Asian" in the QD05 other-specify blank. A value of 3
indicated that the response was obtained from the other-specify part of the Hispanic/Latino group question (QD04).
Finally, a value of 4 indicated that the respondent gave a country of origin as a response to QD05, and the census for
that country had "Asian" as one of its categories.

76



Scenario 2: If two broad racial categories were identified in QD04, QDO0S5, and/or
QDO5ASIA, EDRACE =

5 (white and black/African American only), if both EDQDO051 and EDQDO052 were
nonmissing; else

6 (white and American Indian/Alaska Native only), if both EDQDO051 and EDQDO053
were nonmissing; else

7 (white and Asian/Other Pacific Islander only), if EDQDO051 was nonmissing and at
least one of EDQDO054 through EDQDO0515 were nonmissing; else

8 (black/African American and American Indian/Alaska Native only), if both
EDQDO052 and EDQDO053 were nonmissing; else

9 (black/African American and Asian/Other Pacific Islander only), if EDQDO052 was
nonmissing and at least one of EDQD054 through EDQDO0515 were nonmissing; else

10 (American Indian/Alaska Native and Asian/Other Pacific Islander only), if
EDQDO053 was nonmissing and at least one of EDQD054 through EDQDO0515 were
nonmissing.

Scenario 3: If three broad racial categories were identified in QD04, QDO05, and/or
QDOSASIA, EDRACE =

11 (white, black/African American, and American Indian/Alaska Native only), if all
of EDQDO51 through EDQDO053 were nonmissing; else

12 (white, black/African American, and Asian/Other Pacific Islander only), if both
EDQDO051 and EDQDO052 were nonmissing and at least one of EDQD054 through
EDQDO0515 were nonmissing; else

13 (white, American Indian/Alaska Native, and Asian/Other Pacific Islander only), if
both EDQDO051 and EDQDO053 were nonmissing and at least one of EDQD054
through EDQDO0515 were nonmissing; else

14 (black/African American, American Indian/Alaska Native, and Asian/Other
Pacific Islander only), if both EDQDO052 and EDQDO053 were nonmissing and at least
one of EDQDO054 through EDQDO0515 were nonmissing.

Scenario 4: If all four broad racial categories were identified in QD04, QDO05, and/or
QDO5SASIA, EDRACE = 15.

Scenario 5: If none of the broad racial categories were identified in QD04, QDO0S5, and/or
QDO5ASIA, EDRACE =

16 (multiple race, no other information), if an "OTHER, Specify" answer such as
"biracial" or "mixed" appeared in QD04, QDO0S5, or QD05ASIA; else

17 (nonwhite, no other information), if an "OTHER, Specify" answer such as
"brown," "tan," or similar answers in Spanish appeared in QD04, QDO05, or
QDO5SASIA; else
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e 18 (white, or both white and American Indian/Alaska Native), if the random
assignment of a census data code resulted in imputation restricted to donors who were
either white, or both white and American Indian/Alaska Native; else

* 19 (not American Indian/Alaska Native, in part or in full), if the random assignment
of a census data code resulted in imputation restricted to donors who were not
American Indian/Alaska Native, in part or in full; else

* 20 (non-Hispanic Mexican), if "Mexican" was mentioned in the QD05 and/or
QDOS5SASIA "OTHER, Specify" responses, but QD03 = 2; else

* 21 (non-Hispanic Cuban), if "Cuban" was mentioned in the QD05 and/or QD0O5ASIA
"OTHER, Specify" responses, but QD03 = 2; else

* 22 (non-Hispanic Central or South American), if "Central or South American" was
mentioned in the QD05 and/or QDO5SASIA "OTHER, Specify" responses, but QD03
=2; else

* 23 (non-Hispanic Dominican), if "Dominican" was mentioned in the QD05 and/or
QDOS5SASIA "OTHER, Specify" responses, but QD03 = 2; else

e 24 (non-Hispanic Spanish), if "Spanish" was mentioned in the QD05 and/or
QDOS5SASIA "OTHER, Specify" responses, but QD03 = 2; else

* 25 (non-Hispanic Spanish), if "Puerto Rican" was mentioned in the QD05 and/or
QDOS5SASIA "OTHER, Specify" responses, but QD03 = 2; else

*  missing.
4.2.7.3.3 Finer Categories of Race (EDNWRACE)

EDNWRACE was a 15-level edited variable used as a base variable for the imputation-
revised finer racial category variable IRNWRACE. It also had a 16" level to indicate when the
imputation should be restricted to Asian-specific categories. It was created using the following
rules, under three possible scenarios:

Scenario I: If only one of EDQDO051 through EDQDO0515 was nonmissing,
EDNWRACE =

* 16 (Asian nonspecific only), if EDQDO0515 was the nonmissing variable; else

* xx (one known racial category only), where EDQDO5xx was the nonmissing variable
out of EDQDO051 through EDQDO0514.

Scenario 2: If more than one of EDQDO51 through EDQD0515 was nonmissing,
EDNWRACE =

* 13 (Native Hawaiian and Other Pacific Islander only where Other Pacific Islander
includes Guamanian/Chamorro and Samoan), if both EDQD054 and one or more of
EDQDO055, EDQDO056, or EDQDO057 were nonmissing, and all other EDQDO05xx
variables were missing; else
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* 14 (Asian multiple category), if all of EDQDO051 through EDQDO057 were missing
(i.e., at least two of the ordinary Asian categories were selected); else

* 15 (more than one race).
Scenario 3: If all of EDQDO51 through EDQDO0515 were missing,
EDNWRACE =

* 15 (more than one race), if EDRACE = 16; else

*  missing.
4.2.74  Edited Hispanic/Latino Variables
4.2.74.1 Hispanic/Latino Indicator (EDHOIND)

An edited Hispanic/Latino indicator, EDHOIND, was created using responses to QD03
and, in rare cases, the "OTHER, Specify" responses to QD04, QDO05, and/or QDO5ASIA. This
indicator variable was created as follows:

EDHOIND =

* 1 (Hispanic/Latino), if QD03 = 1 and no "OTHER, Specify" response stated that the
respondent was definitely not Hispanic/Latino, or if the "OTHER, Specify" response
to QD05 or QDO5SASIA indicated that the respondent was definitely Hispanic/Latino;
else

* 2 (not Hispanic/Latino), if QD03 = 2 and no "OTHER, Specify" response stated that
the respondent was definitely Hispanic/Latino, or if the "OTHER, Specify" response
to QD04, QDO05, and/or QDO5ASIA indicated that the respondent was definitely not
Hispanic/Latino; else

*  missing.

The race "OTHER, Specify" responses, which were considered "definitely
Hispanic/Latino," and the single Hispanic/Latino "OTHER, Specify" response, which was
considered "definitely not Hispanic/Latino," are listed in Appendix C.

4.2.7.4.2 Individual Hispanic/Latino Group Categories (EDQD041-EDQD047)

The edited variables EDQDO041 through EDQDO047 were created to match the seven
Hispanic/Latino group categories described in Section 4.2.7.1.2: Mexican, Puerto Rican, Central
or South American, Cuban, Dominican, Spanish, and Other Hispanic/Latino.

EDQDO04xx =

* 1, if the level xx was selected by the respondent in QD04; else
» 2, ifthe "OTHER, Specify" response from QD04 mapped directly to level xx; else
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* 3, ifno EDQDO04xx variables had values of 1 or 2, and the "OTHER, Specify"
response from QD05 or QDOSASIA mapped directly to level xx; else

*  missing.
4.2.7.4.3 Edited Hispanic/Latino Group (EDHOGRP)

The edited variable EDHOGRP was the base variable for creating an imputation-revised
Hispanic/Latino group variable. It had seven levels to match the seven Hispanic/Latino group
categories described in Section 4.2.7.1.2, plus several other more general Hispanic/Latino levels
that could be used in a restricted imputation. Those respondents with EDHOIND = 2 were
assigned EDHOGRP = 99. It was created using the following rules, under four possible
scenarios:

Scenario 1: If EDHOIND =2,
EDHOGRP = 99.

Scenario 2: If EDHOIND = 1 or missing and only one of EDQDO041 through EDQD047
was nonmissing,

EDHOGRP = xx, where EDQDO04xx was the nonmissing one.

Scenario 3: If EDHOIND = 1 or missing and more than one of EDQDO041 through
EDQDO047 was nonmissing,

EDHOGRP =

* 1 (Mexican), if EDQDO041 was nonmissing; else

e 2 (Puerto Rican), if EDQD042 was nonmissing; else

e 3 (Central or South American), if EDQDO043 was nonmissing; else

* 4 (Cuban), if EDQD044 was nonmissing; else

e 5 (Dominican), if EDQD045 was nonmissing; else

* 6 (Spanish), if EDQD046 was nonmissing; else

e 7 (Other), if EDQD047 was nonmissing.

For the multiple Hispanic/Latino group respondents, a priority rule similar to the one
used in the surveys prior to 2004 was applied in determining a single Hispanic/Latino group. The
only difference is the addition of two more Hispanic/Latino group categories since the 2004

survey, resulting in the following order: Mexican, Cuban, Puerto Rican, Central or South
American, Dominican, Spanish, and Other Hispanic/Latino.

Scenario 4: If EDHOIND = 1 or missing and all of EDQDO041 through EDQD047 were
missing,
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EDHOGRP =

* EDRACE + 7 (imputation restricted by race), if | < EDRACE < 14; else

*  missing.
4.2.8 Creating the Edited Military Service History and Military Veteran Status Variables
4.2.8.1 Current Service Variables (SERVICE and MILSTAT)

SERVICE and MILSTAT were created from QD09 and QD10, respectively, which asked
respondents aged 17 or older about their current and past service in the U.S. military. The
questions as they appear in the survey instrument are presented below.

QDO09: Have you ever been in the United States Armed Forces?

1 YES
2 NO

QD10: Are you currently on active duty in the United States Armed Forces, in a
Reserve component, or now separated or retired from either reserves or active
duty?

1 ON ACTIVE DUTY IN THE ARMED FORCES

2 IN A RESERVES COMPONENT

3 NOW SEPARATED OR RETIRED FROM EITHER RESERVES OR
ACTIVE DUTY

Respondents who were currently on active duty in the U.S. military were not eligible to
be interviewed for NSDUH. If respondents reported in QD10 that they were currently on active
military duty, the interviewers were asked to confirm this answer with the respondents. The
interview was terminated if respondents confirmed that they were on active duty in the U.S.
military. Consequently, there were no final respondents in the final NSDUH data who reported
that they currently were on active military duty. However, some final respondents could be
civilians who were currently in the military reserves or were separated or retired from the
military. In addition, the industry and occupation variables in the noncore employment section
could include military-related codes for some respondents (Section 5.2.4)

Unlike the situation in most places in the interview (Section 2.4.2), responses of "don't
know" or "refused" to the question about lifetime military service were treated as potential
indications of military service. Thus, respondents who did not know or refused to report whether
they had ever been in the U.S. military also were asked QD10 in order to determine their
eligibility status for the interview.

Legitimate skip codes were assigned to SERVICE and MILSTAT if respondents were
aged 12 to 16. In addition, legitimate skip codes were assigned to MILSTAT if respondents were
aged 17 or older but they reported in QD09 that they had never been in the U.S. armed forces.
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Two new questions about respondents' current service in a military reserve component
were added to the core demographics module in 2013, as shown below.

V2A Are you a member of a Reserve component currently serving full-time in an
active duty status?

1 YES
2 NO
DK/REF

V2B Are you currently serving full-time in a Reserve component? Full-time service
does not include annual training for the Reserves or National Guard.

1 YES
2 NO
DK/REF

Question V2A was administered if respondents reported in question QD10 that they were
currently on active duty in the U.S. armed forces. Because respondents who reported in question
QD10 and confirmed on follow-up that they were currently on active duty were not eligible to be
interviewed for NSDUH, no final NSDUH respondents had data for question V2A.
Consequently, an edited variable was not created that corresponded to this question.

Question V2B was administered if respondents reported in question QD10 that they were
serving in a reserves component. The edited variable MILRSRYV corresponded to this question.
As for SERVICE and MILSTAT, legitimate skip codes were assigned to MILRSRYV if
respondents were aged 12 to 16. Legitimate skip codes also were assigned to MILRSRV if
respondents were aged 17 or older but they reported in QD09 that they had never been in the
U.S. armed forces or they reported in QD10 that they were now separated or retired from the
reserves or active duty.

4.2.8.2 Military Veteran Status Variables

New questions were added to the core demographics module in 2013 for respondents
who had ever served in the U.S. armed forces regarding whether they ever served on active duty,
the period(s) when they served, and whether they served in a military combat zone where they
drew imminent danger pay or hostile fire pay. These questions are shown below.

QD10A Have you ever served on active duty in the United States Armed Forces or
Reserve components?

Active duty does not include training for the Reserves or National Guard, but
does include activation, for example, for a national emergency or military
conflict.

1 YES
2 NO
DK/REF
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QD10B When did you serve on active duty in the United States Armed Forces or
Reserve components? Just give me the number or numbers from the card.

TO SELECT MORE THAN ONE CATEGORY, PRESS THE SPACE BAR
BETWEEN EACH CATEGORY YOU SELECT.

September 2001 or later

August 1990 to August 2001 (including Persian Gulf War)
May 1975 to July 1990

Vietnam era (August 1964 to April 1975)

February 1955 to July 1964

Korean War (July 1950 to January 1955)

January 1947 to June 1950

World War II (December 1941 to December 1946)
November 1941 or earlier

O 0 1N DN P W —

QD10C Did you ever serve on active duty in the United States Armed Forces or Reserve
components in a military combat zone or an area where you drew imminent
danger pay or hostile fire pay?

1 Yes
2 No
DK/REF

The edited variables corresponding to these questions were assigned legitimate skip
codes if respondents were aged 12 to 16 or respondents indicated in question QD09 (SERVICE)
that they had never served in the U.S. armed forces. Similarly, the edited variables for QD10B
(ACTD2001 through ACTD1941) and QD10C (COMBATPY) were assigned legitimate skip
codes if question QD10A (edited variable ACTDEVER) was answered as "no."

As noted in Section 2.4.4, the response categories for the individual response categories
in the "enter all that apply" question QD10B differed from those that were used for similar
variables prior to 2013. Documentation for these values was as follows:

e 1=Yes,and
* 2 =No (not entered).

In addition, the editing procedures included identifying inconsistencies between
respondents' ages and reports of being on active duty in a particular period based on respondents'
birth dates and the particular period when they reported being on active duty. Variables for the
specific period of active duty were assigned codes for bad data (Section 2.4.3) if respondents'
answers would lead to the conclusion that the respondents would have been younger than 16 or
older than 65 during the entire period when they reported serving on active duty. These edits
were performed based on calculated upper and lower bounds for the possible ages when
respondents could have been in the military during a given period of military service, based on
their birthdates and the boundaries of the service periods in the questionnaire.
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No editing was done if respondents would have been aged 16 to 65 at some point during
the period for which they reported service. These edits resulted in data on periods of active
military duty being set to bad data for a small number of respondents (fewer than 10) in 2013,
including some respondents who reported serving on active duty in a period before they were
born.

4.2.9 Creating the Edited Highest Grade Completed Variables (EDUC and EDEDUC)

EDUC and EDEDUC were created using the responses to the core education question
QD11, which asked about the highest grade in school that the respondent had completed. The
question from the survey instrument appears below:

QD11: What is the highest grade or year of school you have completed?

0 NEVER ATTENDED SCHOOL
1 15T GRADE COMPLETED
2 2ND GRADE COMPLETED
3 3RD GRADE COMPLETED
4 4™ GRADE COMPLETED
5 5™ GRADE COMPLETED
6 6™ GRADE COMPLETED
7 7™M GRADE COMPLETED
8 8™ GRADE COMPLETED
9 9™ GRADE COMPLETED

10 10™ GRADE COMPLETED

11 11™ GRADE COMPLETED

12 12™ GRADE COMPLETED

13 COLLEGE OR UNIVERSITY / 15T YEAR COMPLETED

14 COLLEGE OR UNIVERSITY /2N° YEAR COMPLETED

15 COLLEGE OR UNIVERSITY / 3R° YEAR COMPLETED

16 COLLEGE OR UNIVERSITY /4™ YEAR COMPLETED

17 COLLEGE OR UNIVERSITY / 5™ OR HIGHER YEAR COMPLETED

No editing was performed to create EDUC based on other questionnaire information. In
particular, EDUC was not edited with respect to education variables in the noncore
demographics section (e.g., current grade), nor was it edited with respect to the respondent's age.
Consequently, the core education variable would not be affected by changes that might occur in
the content of noncore education variables in subsequent years. A second variable, EDTEDUC,
was created as part of the noncore demographics processing (Section 5.2.3.3), but EDTEDUC
was not used in any published estimates involving educational attainment.

The base variable for creating an imputation-revised version of education was called
EDEDUC. It was equivalent to EDUC, except that missing values that described the type of item
nonresponse (i.e., "don't know" or "refused") were set to the SAS missing code (.) so that they
were properly handled by the imputation-related modeling programs.
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4.2.10 Creating the Perceived Health Status Variable (HEALTH)

HEALTH was created from core question QD 12, which asked the respondent to rate his
or her health. The question from the survey instrument appears below:

QD12: This question is about your overall health. Would you say your health in general
is excellent, very good, good, fair, or poor?

1 EXCELLENT
2 VERY GOOD
3 GOOD

4 FAIR

5 POOR

No processing of this variable was done beyond that of assigning the edited variable
name HEALTH instead of QD12 (the variable name obtained from the CAI).

4.3 Imputation for Selected Core Demographics Variables

In this section, the imputation procedures applied to the marital status, race,
Hispanic/Latino origin, Hispanic/Latino group, and education level are described. These
variables comprised five independent manifestations of the single response propensity
(RP)/single prediction (PRD) type of PMN described in Chapter 3. Each imputation set is
discussed in a separate section below.

4.3.1 Marital Status Variable (Imputation Set 1)

The first core demographic variable that underwent imputation was the marital status
variable. The four substantive levels of the imputation-revised variable IRMARIT matched the
four answer categories of QD07 (i.e., married, widowed, divorced or separated, or never
married). Respondents aged 12 to 14 were automatically assigned an IRMARIT value of 99, a
"legitimate skip" code. Since this is the first variable to undergo imputation in each cycle, there
were no imputation-revised variables to use as auxiliary variables. This tended to make the
imputation process simple and straightforward.

In marital status imputation procedures, only one RP model and only one PRD model
was fit; most other NSDUH imputation procedures are run separately within three or four age
groups. Single models were used across all age groups to ensure adequate sample size for
response categories that would be rare within certain age groups (e.g., the "widowed" category
for younger age groups). To account for the correlation between age and marital status, AGE was
used in both the RP and PRD model steps and in a likeness constraint in the hot deck step.

The marital status variable has a very high response rate (see Appendix A). There are
often fewer than 10 missing values in the entire sample in a given survey year.
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4.3.1.1 Response Propensity Step

The response propensity model for imputation set 1 utilized the preliminary analysis
weight, PANALWT. The marital status question QD07 was only asked of respondents aged 15
or older. Therefore, the domain contained unit respondents with AGE > 15. The creation of the
AGE variable is described in Section 4.2.2. Unit respondents in the domain with nonmissing
EDMARIT values were considered item respondents. The EDMARIT variable is described in
Section 4.2.6. See Table D.1 in Appendix D for details of the covariates used in the RP model for
this variable.

4.3.1.2 Prediction Step

Using the adjusted weights that are outputs of the RP step, the marital status variable was
modeled using polytomous logistic regression as implemented by the MULTILOG procedure in
SUDAAN. The outcome variable had four levels, which mapped to the four answer categories of
QDO07. The four predicted means used in the subsequent hot-deck step were the predicted
probabilities that the respondent selected each of the four answer categories of QDO7.

4.3.1.3 Hot-Deck Step

The predicted means from the PRD step play a central role in the donor selection
algorithm applied in the hot-deck step, but unlike the RP and PRD steps, the hot-deck steps for
marital status were run separately within three age groups: 15 to 17, 18 to 25, and 26 or older.
This was done to allow parallel processing, which decreases the time required for
implementation. No logical constraints were used, and the only likeness constraint other than the
delta constraint involved the continuous AGE variable. The few unit respondents requiring
imputation for this variable are usually handled in the first attempt to find a donor, due to the
mild set of constraints and large domain. The only imputation-revised variable created in the hot-
deck step was IRMARIT.

4.3.2 Race Variables (Imputation Set 2)

As discussed in Section 4.2.7, race and Hispanicity were closely related. Therefore, race
was used in the imputation of Hispanic/Latino origin and Hispanic/Latino group, and Hispanicity
was used in the imputation of race. Since race underwent imputation first, imputation-revised
versions of the Hispanic/Latino indicator and the Hispanic/Latino group were not available. This
precluded their usage in race models. However, they were used extensively in constraints in the
hot-deck step. The RP, PRD, and hot-deck steps were all run separately within three age groups:
12 to 17, 18 to 25, and 26 or older.

The race questions had low response rates relative to other questions in the NSDUH, due
to high item nonresponse among Hispanic/Latino respondents. Nearly all of the race
nonrespondents reported being of Hispanic/Latino origin (Table 4.1). The likeness constraints
involving Hispanic/Latino group strongly influenced the final imputed values.
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4.3.2.1 Response Propensity Step

The response propensity models for imputation set 2 utilized the preliminary analysis
weight, PANALWT. The domain for the RP models included all unit respondents. Item
respondents were those with EDRACE values from 1 to 15 and EDNWRACE values from 1 to
15. See Table D.1 in Appendix D for details of the covariates used in the RP models for this
variable.

4.3.2.2 Prediction Step

Using the adjusted weights that are outputs of the RP step, the race variables were
modeled using polytomous logistic regression as implemented by the MULTILOG procedure in
SUDAAN. The outcome variable was the five-level variable EDRACEFORMODEL, which had
the following levels:

White Only
Black/African American Only
American Indian/Alaska Native Only

Asian/Other Pacific Islander Only

A

Multiple Race

In survey years prior to 2008, multiple-race respondents were assigned to one of the first
four categories above. An edited variable that did not include a category for more than one race
was useful in the past because (1) the multiple race cell contained a small number of
respondents, making imputation models difficult to fit, and (2) it was necessary to be used as a
base variable for the final imputation-revised variable that did not include a category for more
than one race (between 2003 and 2007, called IRRACE2). On the first point, the multiple race
category has become less sparse over time (refer to Section 3.3 of the 2008 imputation report
[Ault et al., 2010] for more details). On the second point, because multiple-race respondents
were classified as a separate category starting in 2008, a decision was made to cease to create
IRRACE2, where multiple-race respondents were assigned a single race as shown in the first
four categories above. It was replaced in most cases with the variable RACE4. The variable
RACE4 is described in Section 4.3.3.4.

EDRACEFORMODEL is a recode of the variable EDRACE, described in Section
42.73.2:

EDRACEFORMODEL =

e EDRACE, if 1 < EDRACE < 4; else
e 5,if 5< EDRACE < 16; else

*  missing.

The five predicted means used in the subsequent hot-deck step were the predicted
probabilities that the respondent had each value of EDRACEFORMODEL.
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4.3.2.3 Hot-Deck Step

Each item nonrespondent in the hot-deck step was assigned one of 11 missingness
patterns. Ten of the missingness patterns, all rare, were set up to handle cases where something
was known about the race categories such as "known to be Asian." The 11th missingness pattern,
by far the most common, handled cases where nothing was known about the race categories. For
a description of these missingness patterns, see Table E.5. Logical constraints applied to the
cases where something was known about the race categories. Otherwise, for the cases where
nothing was known, only likeness constraints were used. Sometimes, what was "known" about
the race categories came from a random assignment for indirectly mapped codes, as described in
Section 4.2.7.2.1.

Besides the segment and delta likeness constraints, the likeness constraints based on
Hispanic/Latino group were important determinants of the final imputed value, because the vast
majority of the item nonrespondents for race were Hispanic/Latino. In 2013, 17.1 percent of the
overall respondent pool were of Hispanic/Latino origin, but 98.13 percent of the item
nonrespondents for race were of Hispanic/Latino origin. Table 4.1 reports the distribution of
Hispanic/Latino group among race item nonrespondents in 2013. Almost all are Hispanic/Latino
and most (more than two thirds) of the Hispanic/Latino nonrespondents are Mexican only.

Table 4.1 Hispanic/Latino Status of Item Nonrespondents for Race

Item Nonrespondents for Race
Hispanic/Latino Status Number Percentage
Not Hispanic/Latino or Missing 45 1.87
Hispanic/Latino Indicator
Hispanic/Latino 2,359 98.13
Mexican Only 1,738 72.30
Puerto Rican Only 215 8.94
Central/South American Only 175 7.28
Dominican Only 86 3.58
Other/Unknown 145 6.03
Total 2,404 100.00

Depending on the missingness pattern, the item nonrespondent received values from the
selected donor for some subset of EDRACE, EDNWRACE, EDQDO051-EDQD054, and
collapsed versions of EDQDO055-EDQDO057 and EDQDO058-EDQDO0515. The collapsed versions
of EDQDO055-EDQDO057 and EDQDO058-EDQDO0515 are simply the minimum of these variables.
The first is an indicator of whether the respondent was Other Pacific Islander (including
Guamanian/Chamorro and Samoan), and the second is an indicator of whether the respondent
was Asian. Most receive values for all variables. Item nonrespondents in missingness pattern 2
(known to be Asian but missing an Asian finer category) received values for only EDNWRACE,
and item nonrespondents in missingness pattern 3 (known to be multiple race, but no other
information) received values for everything except EDNWRACE. The imputation-revised
versions of these variables are shown in Table 4.2.
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Table 4.2 Edited Race Variables and Their Imputation-Revised Counterparts

Edited Race Variable Imputation-Revised Race Variable
EDQDO051 IRRACEWH
EDQDO052 IRRACEBK
EDQDO053 IRRACENA
EDQDO054 IRRACENH
EDQDO055-EDQDO057 (collapsed) IRRACEPI
EDQDO058-EDQDO0515 (collapsed) IRRACEAS
EDRACE IRDETAILEDRACE
EDNWRACE IRNWRACE

IRDETAILEDRACE is not included in the final data files because the information it
contains is covered by the other imputation-revised race variables. It is used in a likeness
constraint for the Hispanic/Latino group variable discussed in Section 4.3.4.

Due to the strict constraints, the delta constraint had to be dropped sometimes. However,
the likeness constraints related to Hispanic/Latino group were never dropped.

4.3.3 Hispanic/Latino Origin Variable (Imputation Set 3)

For the Hispanic/Latino origin indicator, the RP, PRD, and hot-deck steps were all run
separately within three age groups: 12 to 17, 18 to 25, and 26 or older. Details on the procedures
are given in the next four sections. The base variable for imputation, EDHOIND, is described in
Section 4.2.7.4.1. The item response rate for this variable was much higher than for race.

4.3.3.1 Response Propensity Step

The response propensity models for imputation set 3 utilized the preliminary analysis
weight, PANALWT. The domain indicator for the RP model included all unit respondents. Item
respondents were those with a nonmissing value for EDHOIND. See Table D.1 in Appendix D
for details of the covariates used in the RP models for this variable.

4.3.3.2 Prediction Step

Using the adjusted weights that are outputs of the RP step, the Hispanic/Latino origin
indicator was modeled using dichotomous logistic regression as implemented by the LOGISTIC
procedure in SUDAAN.>® The outcome variable was EDHOIND. The single predicted mean was
the predicted probability that the respondent was of Hispanic/Latino origin.

4.3.3.3 Hot-Deck Step

The hot-deck step for the Hispanic/Latino origin indicator included a single predicted
mean from the PRD step, no logical constraints, and only the segment and delta likeness

5 In SAS-callable SUDAAN, this is the RLOGIST procedure to avoid confusion with SAS's own

LOGISTIC procedure.




constraints. EDHOIND is the base variable for imputation, and the imputation-revised version is
called IRHOIND. Details on the hot-deck step, including the likeness constraints, are available in
Tables E.6 and E.7 in Appendix E.

4.3.3.4  Recodes for Additional Race/Ethnicity Variables

The imputation-revised race (IRNWRACE) and imputation-revised Hispanic/Latino
indicator (IRHOIND) variables were used to create several additional combined race/ethnicity
variables. One of these (RACE4) was used in the subsequent processing of imputation-revised
variables and had four levels: non-Hispanic/Latino white, non-Hispanic/Latino black/African
American, Hispanic/Latino, and non-Hispanic/Latino other/multiple race. The NEWRACE]1 and
NEWRACE2 variables also were created from IRNWRACE and IRHOIND and were used
extensively in the production of the 2013 detailed tables (Center for Behavioral Health Statistics
and Quality, 2014b).

4.3.4 Hispanic/Latino Group Variable (Imputation Set 4)

The edited variable EDHOGRP, described in Section 4.2.7.4.3, categorized
Hispanic/Latino respondents into Hispanic/Latino groups. These categories were directly
mapped to the same categories in the imputation-revised variable, IRHOGRP4, which had eight
possible values: Puerto Rican, Mexican, Cuban, Central or South American, Dominican,
Spanish, Other Hispanic/Latino, and not Hispanic/Latino. The closely-related imputation-revised
variable IRHOGRPM was also created to identify respondents who selected more than one
Hispanic/Latino group; recall that a priority rule is used to assign a single group to multiple-
group respondents in the creation of EDHOGRP (and therefore IRHOGRP4).

Imputations were not conducted separately within age groups, as was the case for marital
status. The Hispanic/Latino group variables were created only for respondents of
Hispanic/Latino origin as defined by IRHOIND. This results in a small domain. The models
were likely to be better when age groups were combined because (1) none of the response
categories were sparsely populated and (2) sufficiently large donor pools were ensured in the
hot-deck step.

4.3.4.1 Response Propensity Step

The response propensity models for imputation set 4 utilized the preliminary analysis
weight, PANALWT. The domain indicator included all respondents of Hispanic/Latino origin as
defined by IRHOIND. Item respondents were those with a nonmissing value for EDHOGRP who
selected only a single Hispanic/Latino group. The multiple-group respondents whose EDHOGRP
was assigned by the priority rule (Scenario 3, described in Section 4.2.7.4.3) were not used to fit
the PRD model in the next step. See Table D.1 in Appendix D for details of the covariates used
in the RP models for these variables.

4.3.4.2  Prediction Step

Because the model would have been much more difficult to fit if all seven levels were
used, the EDHOGRP variable was collapsed into a four-level categorical variable
(EDHOGRP2). Table 4.3 shows the mapping of EDHOGRP levels to EDHOGRP2 levels. Using
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the adjusted weights that are outputs of the RP step, EDHOGRP2 was then modeled using
polytomous logistic regression as implemented by the MULTILOG procedure in SUDAAN. The
four predicted means used in the subsequent hot-deck step were the predicted probabilities that
the respondent had each value of EDHOGRP?2.

Table 4.3 Mapping of EDHOGRP Levels to EDHOGRP2 Levels

EDHOGREP (Base Variable) EDHOGRP2 (Modeled Variable)
Mexican Mexican

Puerto Rican Puerto Rican

Central or South American Other Hispanic/Latino

Cuban Cuban

Dominican Other Hispanic/Latino

Spanish Other Hispanic/Latino

Other Hispanic/Latino Other Hispanic/Latino
Not Hispanic Not Hispanic

4.3.4.3 Hot-Deck Step

The hot-deck step for the Hispanic/Latino group variables was straightforward. Besides
the segment and delta likeness constraints, the most notable feature was a likeness constraint
involving race. A five-level race variable was used as a covariate in the RP and PRD models
with the following levels: White Only, Black/African American Only, American Indian/Alaska
Native Only, Asian Only, and Multiple Race. To further exploit the relationship between race
and Hispanic/Latino group, a likeness constraint required the donor's IRDETAILEDRACE
variable to match a subset of the racial categories mentioned by the recipient. The constraint did
not apply if the recipient was an item nonrespondent for race.

IRHOGRP4 was the imputation-revised version of EDHOGRP. The other imputation-
revised variable IRHOGRPM was set equal to 8 (more than one Hispanic/Latino group) if either
the respondent reported membership in more than one group, or the donor for a particular item

nonrespondent reported membership in more than one group. Otherwise, IRHOGRPM was set
equal to IRHOGRP4.

The Hispanic/Latino group variables generally have low imputation rates. The number of
cases with missing data is usually fewer than 100 in each survey year.

4.3.4.4 Recodes for Additional Analyses

Among the recoded variables that were created from IRHOGRP4, the variable
HISPGRP2 was used in subsequent processing and was created by collapsing the levels of
IRHOGRP4 into four levels: Puerto Rican, Mexican, Other Hispanic/Latino (includes Cuban,
Central or South American, Dominican, Spanish, and Other Hispanic/Latino), and not
Hispanic/Latino.
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4.3.5 Education Level Variable (Imputation Set 5)

The imputation-revised education level variable was similar to the imputation-revised
Hispanic/Latino group variable in that it was categorical with numerous levels, and as with the
Hispanic/Latino group, the response variable for the PRD model was collapsed into fewer levels
for ease of modeling. There were generally very few missing cases for this variable—for some
years, fewer than 10—so the application of the method tended to be straightforward. Two age
groups were used for RP and PRD modeling: 12 to 17 and 18 or older. However, the hot-deck
step was implemented separately for three age groups: 12 to 17, 18 to 25, and 26 or older.

4.3.5.1 Response Propensity Step

The response propensity models for imputation set 5 utilized the preliminary analysis
weight, PANALWT. The domain indicator for each of the two RP models included all unit
respondents. Item respondents were those with a nonmissing value for EDEDUC. See Table D.1
in Appendix D for details of the covariates used in the RP models for this variable.

4.3.5.2  Prediction Step

EDEDUC was collapsed into fewer levels for modeling. The response variables were
different for the two PRD models: the response variable for the 12-17 age group had five levels,
and the one for the 18-or-older age group had four. The mapping of EDEDUC to the response
variable RESPEDUC is shown in Table 4.4.

Table 4.4 Mapping of EDEDUC Levels to RESPEDUC Levels

RESPEDUC (Modeled Variable)

EDEDUC (Base Variable) 12-17 18+
Never attended school Less than elementary Less than high school
1* grade completed school

2" grade completed
3" grade completed
4" grade completed
5" grade completed

6™ grade completed Elementary school

7% grade completed

8" grade completed Middle school

9% grade completed

10" grade completed Some high school

11™ grade completed

12" grade completed High school High school
College or university/1* year completed Some college

College or university/2™ year completed
College or university/3™ year completed

College or university/4™ year completed College or higher
College or university/5™ or higher year
completed
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Using the adjusted weights that are outputs of the RP step, both PRD models were fit
using polytomous logistic regression as implemented by the MULTILOG procedure in
SUDAAN. The predicted means matched the levels of the response variable, so there were five
predicted means for the 12-17 hot-deck step and four for the 18-25 and 26-or-older hot-deck
steps.

4.3.5.3  Hot-Deck Step

The hot-deck step for the education level variable was straightforward and implemented
separately for three age groups: 12 to 17, 18 to 25, and 26 or older. The only base variable was
EDEDUC, and the imputation-revised version was called IREDUC. Both variables are based on
the detailed 18-level variable, as compared with the simplified RESPEDUC variable used in the
RP and PRD steps. No logical constraints were required. In addition to the segment and delta
likeness constraints, the third likeness constraint required the donor to be the same age as the
recipient. This was an especially important constraint for the 12-17 age group, because the age
covariate often had to be dropped from the PRD model due to near-empty cells when the
variables were cross-tabulated, causing instability in the estimates.

4.3.5.4 Recode for Additional Education Variable

EDUCCAT?2, a recoded education variable, was created using the imputation-revised
highest grade completed variable (IREDUC). EDUCCAT?2 had five levels (less than high school
and aged 18 or older, high school graduate and aged 18 or older, some college and aged 18 or
older, college graduate and aged 18 or older, or 12 to 17 years old). This variable was often used
as a covariate in later imputation models.
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5. Editing and Imputation for the NSDUH
Noncore Demographics Variables

5.1 Introduction

This chapter discusses procedures for editing and imputing the demographic variables
from the "noncore" section of the interview. As noted in Chapter 1, demographic variables in
noncore modules could be subject to change. The core demographics variables that were edited
and imputed in the 2013 National Survey on Drug Use and Health (NSDUH) were discussed in
Chapter 4.

This chapter discusses editing procedures for the following noncore demographics
sections:

* moves in the past 12 months and State residency in the past 2 years,
* immigrant status,

* noncore education (i.e., education-related questions other than the highest grade
attained),

* employment and workplace, and

* field interviewer (FI) debriefing questions (completed by the FI after the conclusion
of the interview).

This chapter also discusses imputation procedures for the variables pertaining to
immigrant status and current employment status. Other edited variables for noncore
demographics that are discussed in this chapter were not imputed.

5.2 Editing the Noncore Demographics Variables

This section documents the editing procedures for the noncore demographics sections
that were listed in Section 5.1. As noted in Section 1.1, the noncore demographics sections of the
interview were administered by the interviewers using computer-assisted personal interviewing
(CAPD).

5.2.1 Moves in the Past 12 Months and State Residency in the Past 2 Years

This section covers issues related to changes of residence. Question QD13 (edited
variable MOVEPYRR in 2013) asked respondents to report the number of times that they had
moved in the past 12 months. If a respondent moved at least once in the past 12 months, the
respondent was asked to report the State where he or she was living a year prior to his or her
interview date (question QD13A; edited variable LIVSTYAR in 2013). If a respondent reported
in question SENO04 (for adults aged 18 older) or YE04 (for youths aged 12 to 17) that he or she
moved at least once in the past 5 years, the respondent was asked to report the State where he or
she was living 2 years prior to the interview date (question QD13B; edited variable LIVST2YR
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in 2013). Respondents who moved from another State to their current one (edited variable
STATELOC; see Section 4.2.3) within the past 2 years were asked to report the month and year
when they moved to their current State (question QD13C; edited variables MOVSTMOR and
MOVSTYRR in 2013).

The skip logic for question QD13 changed for the 2013 NSDUH. In prior survey years,
all respondents were asked QD13. In the 2013 survey, respondents were asked QD13 only if they
reported at least one move in the past 5 years in question YEO04 in the Youth Experiences module
(for adolescents aged 12 to 17) or in question SEN04 in the Social Environment module (for
adults aged 18 or older). Thus, QD13 was skipped in the 2013 NSDUH if respondents reported
zero moves in YE04 or SEN04 or if they answered these questions as "don't know" or "refused."

Consequently, the unweighted response distribution for QD13 in the 2013 NSDUH data
changed relative to the distribution in 2012. Specifically, this change resulted in more than
31,700 respondents having values of "blank" (Section 2.2.1) in the unedited variable for question
QD13 because of this skip pattern. For approximately 30,700 of these 31,700 blanks in QD13 in
2013, it was possible to infer "0" moves during the editing because respondents reported zero
moves in the past 5 years in YE04 or SEN04 (i.e., and they logically did not have any moves in
the past 12 months). However, more than 1,000 respondents in 2013 would have retained values
of blank for their number of moves in the past 12 months because they did not know or refused
to report how many times they moved in the past 5 years. In comparison, of about 900
respondents in 2012 who answered YE04 or SENO04 as "don't know" or "refused" and were asked
question QD13, fewer than 50 also answered QD13 as "don't know" or refused; the remainder
provided an answer for their number of moves in the past 12 months. Fewer than 10 respondents
in the unedited and edited data in 2012 had values of blank for their number of moves in the past
12 months because they broke off the interview before they reached question QD13. Patterns of
responses in 2011 were similar to those in 2012 for respondents who answered YE04 or SEN04
as "don't know" or "refused" and were asked question QD13. In addition, the number of
respondents in 2011 with blanks for their number of moves in the past 12 months because they
broke off the interview before they were asked QD13 was similar to the number in 2012.

This change for QD13 also affected the distributions for question QD13 A (State
residence 1 year ago), QD13B (State residence 2 years ago), and QD13C (month and year when
respondents moved to their current State). The more than 1,000 respondents in 2013 who were
not asked question QD13 because they answered YE04 or SEN04 as "don't know" or "refused"
also had values of blank for QD13A, QD13B, and QD13C because their eligibility for being
asked these follow-up questions was unknown.

In addition, the unweighted distributions changed for the "editing indicator" variable
EIMOVPYR (which indicated when values were logically assigned through editing) and the flag
variable MOVYRFLG (which indicated when the number of reported moves in the past year was
greater than the number of moves that was previously reported for the past 5 years). Specifically,
EIMOVPYR indicated that a response of zero moves in the past 12 months was logically
inferred for about 45 percent of respondents in 2013 compared with less than 0.01 percent of
respondents in 2012. For MOVYRFLG, the change to the skip logic did reduce the occurrence of
inconsistencies between data in QD13 and in YE04 or SEN04 (0.8 percent of respondents in
2013 vs. 1.6 percent in 2012).
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Because of these changes in the distributions between the 2012 and 2013 surveys, the
decision was made to change the names of the edited variables for moves in the past 12 months
and State residency for the 2013 NSDUH. Table 5.1 compares the names for these edited
variables in the 2012 and 2013 surveys.

Table 5.1 Comparison of Names for Edited Variables for Number of Moves in the Past 12
Months and State Residency in the 2012 and 2013 NSDUH
Question | 2012 Name 2013 Name Explanation
QD13 MOVESPYR | MOVEPYRR | Number of moves in the past 12 months.
EIMOVPYR | EIMOVYRR | Editing indicator for logical assignment of values for
number of moves in the past year.
MOVYRFLG | MOVYRFGR | Flag indicator when number of moves in the past year is
greater than the previous number in the past 5 years.
QDI3A LIVSTYRA LIVSTYAR | State where respondent lived 1 year ago.
QDI13B LIVST2YA LIVST2YR | State where respondent lived 2 years ago.
QD13C MOVSTTMO | MOVSTMOR | Month when respondent moved to the current State.
QD13C MOVSTTYR | MOVSTYRR | Year when respondent moved to the current State.

As noted in Section 4.2.3, the State that interviewers reported for the location of the
dwelling unit sometimes did not match the State residence information that was used to sample a
given case. If STATELOC was set to bad data because of incorrect information for the current
State residency, MOVSTYRR and MOVSTMOR also were set to bad data; respondents were
asked question QD13C only if they previously reported in QD13A or QD13B that they had
moved from a different State. Therefore, when STATELOC was set to bad data, this called into
question whether respondents should have been asked to report the month and year when they

moved to their current State.

As noted previously, information from question QD13C was captured in two edited
variables pertaining to the month (MOVSTMOR) and year (MOVSTYRR) when respondents
moved to their current State. Assignment of values to these two variables took into account the
logic that the computer-assisted interviewing (CAI) program used to assign specific months and
years to the response categories in QD13C, which depended on the interview date and the
answers in questions QD13A and QD13B. Specifically, if QD13A had been answered (i.e., for
the State where the respondent was living a year ago) and the State where the respondent lived a
year ago did not equal the respondent's current State residence, then the respondent saw the
response categories that were filled in QD13C as follows: the first response option (QD13C = 1)
was filled with the month and year that occurred 12 months ago (i.e., same month as the
interview month but in the year 2012), the next response option was filled with the month that
occurred 11 months ago, and so on, up through the last response option (QD13C = 13), which
was the current month in which the respondent was interviewed.

Suppose, for example (not necessarily actual data), that a respondent was interviewed in
May 2013, QD13A was answered, and QD13A was different from the State where the
respondent currently was living. The first response option in QD13C that the respondent saw
would have been "May 2012," corresponding to the same month as the interview month but in
the prior calendar year. If a value of 4 was keyed in QD13C, that response corresponded to
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"August 2012" based on this interview month. In this situation, the edited variable MOVSTYRR
was coded as 2012 and MOVSTMOR was coded as 8.

Otherwise, the month that the CAI logic filled in the response options for QD13C still
began with the interview month. However, the year that was filled in the response options began
with 2011. Response option 13 in QD13C was filled with the interview month in 2012. Suppose,
for example, that QD13 A was blank because the respondent did not move in the past 12 months
(QD13 = 0) or the respondent did not move in the past 5 years (SEN04 = 0 or YE04 = 0), but the
State that the respondent lived in 2 years ago (from QD13B) did not equal the State where the
sample dwelling unit was located. If the interview was conducted in April 2013, then the first
response option in QD13C would be filled with April 2011. If a value of 2 was keyed in QD13C,
that response would correspond to the respondent moving to the current State in May 2011. In
this example, MOVSTYRR was coded as 2011 and MOVSTMOR was coded as 5.

Key aspects of processing the variables MOVEPYRR, LIVSTYAR, LIVST2YR,
MOVSTMOR, and MOVSTYRR for the 2013 NSDUH involved logical inference of zero moves
in MOVEPYRR and assignment of legitimate skip codes based on the CAI logic (Section 2.4.2).
These edits occurred as follows:

e Ifrespondents did not move in the past 5 years (i.e., SNMOV5YR = 0, corresponding
to SEN0O4 from the social environment module for respondents aged 18 or older, or
YEMOVS5YR =0, corresponding to YE04 from the youth experiences module for
respondents aged 12 to 17), then blanks in QD13 were replaced with codes of 0. The
variable EIMOVYRR was changed from the default value of 1 (questionnaire data) to
a value of 2 (logically assigned data).

* Ifrespondents did not move in the past 12 months (i.e., MOVEPYRR = 0, including
situations in which zero moves was logically inferred), then LIVSTYRR was
assigned a legitimate skip code. If respondents moved zero times or moved within the
same State, then MOVSTYRR and MOVSTMOR were assigned legitimate skip
codes. This condition would not hold if respondents reported in either QD13A or
QD13B that they moved to their current State from outside of the United States.

In addition, the number of moves in the past 12 months (from MOVEPYRR) sometimes
was greater than the number of moves in the past 5 years (from SNMOV5YR or YEMOVS5YR).
No editing was done to MOVEPYRR, SNMOVS5YR, or YEMOVS5YR in this situation.
However, a "flag" variable (MOVYRFGR) was created that indicated when this inconsistency
occurred. The default value was 98 (i.e., blank) when MOVEPYRR was consistent with either
SNMOVS5YR (for adults) or YEMOVS5YR (for adolescents). MOVYRFGR had a value of 1
when MOVEPYRR was inconsistent with SNMOV5YR or YEMOVS5YR.

5.2.2 Immigrant Status

Edits described in this section for the immigrant status variables have applied since 2004,
when the content of the immigrant status variables changed. Question QD14 asked whether
respondents were born in the United States. If they were not born in the United States, question
QD15 asked respondents for their country of birth. The former question QD16 (length of time
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that respondents had lived in the United States, corresponding to edited variable LIVEDUSA)
was replaced in 2004 with three variables pertaining to the following:

» whether respondents had lived in the United States for at least 1 year (question
QD16A or edited variable LIVUSLYR);

» the number of years that respondents had lived in the United States, if they reported in
QD16A that they had lived in the United States for at least 1 year (question QD16B
or edited variable LIVUSYRS); and

» the number of months that respondents lived in the United States, if they answered
QD16A as"no," indicating that they had not lived in the United States for at least 1
year (question QD16C or edited variable LIVUSMOS).

An important aspect of processing the immigrant status variables involved assigning
legitimate skip codes where relevant (Section 2.4.2). For example, if respondents reported that
they were born in the United States (i.e., the edited variable BORNINUS was answered as
"yes"), the edited variables BORNINOT, LIVUSLYR, LIVUSYRS, and LIVUSMOS were
assigned legitimate skip codes. Similarly, if LIVUSLYR =1 (i.e, "yes"), LIVUSMOS was
assigned alegitimate skip code. If LIVUSLYR =2 (i.e, "no"), LIVUSYRS was assigned a
legitimate skip code. When LIVUSLY R was coded as 94 ("don't know") or 97 ("refused”), the
appropriate code for "don't know" or "refused” was assigned to the variables LIVUSY RS and
LIVUSMOS that had been skipped.

If respondents reported that they were born outside the United States, however, it was
possible for them to specify an answer in question QD15 that logically would mean that they
were born in the United States. If thisinconsistency occurred in the data (i.e., it had not been
resolved by the interviewer), then the edited variable BORNINUS was logically inferred to be
answered as "yes."> The edit procedures also logically inferred that the edited variables
BORNINOT, LIVUSLYR, LIVUSYRS, and LIVUSMOS should have been skipped.

It also was possible for respondents to report in question QD16B that they had lived in
the United States for a number of years greater than their current age. When this situation
occurred, the edited variable LIVUSY RS was assigned a bad data code to indicate that the
answer was inconsistent with the respondent’s age. No editing was done to LIVUSY RS when
LIVUSY RS was equal to the respondent's age because that answer in LIVUSY RS could be
interpreted to mean that the respondent came to the United States as a baby.

Because an imputation-revised variable was desired for the age of entry to the United
States for respondents who were born elsewhere, the final step in editing these variables was to
use LIVUSLYR, LIVUSYRS, and LIVUSMOS to compute the age at which a respondent
entered the United States. The age of entry to the United States was computed from continuous
forms of the length of time that the respondent was living in the United States and the
respondent's age. Because QD16B and QD16C were mutually exclusive, the edited variables
LIVUSMOS and LIVUSY RS were used to create a continuous variable (LNGTHLIV) that
indicated how many years arespondent had lived in the United States. In most cases,

571f respondents reported being born in Alaska or Hawaii and were born before 1959 (i.e., before Alaska
and Hawaii became States), these respondents still were considered to have been born in the United States.
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LNGTHLIV had the same value as LIVUSYRS. However, if the respondent had lived in the
United States for less than 1 year, his or her LNGTHLIV values were obtained from
LIVUSMOS by converting the number of months into fractions of 1 year. LNGTHLIV was set
to missing when LIVUSYRS and LIVUSMOS had missing data codes. A continuous age
variable, CONTAGE, was defined as CONTAGE = (interview date — birth date + 1) ~ 365.25.
Because the interview date and birth date, as described in Chapter 4, had no missing values,
CONTAGE also had no missing values. For respondents who were born in the United States, a
legitimate skip code of 999 was assigned to both the LNGTHLIV and CONTAGE variables.

The variable ENTRY AG2 was the base variable for creating the imputation-revised
variable IRENTAG?2 and represented the (continuous) age at which an immigrant entered the
United States. ENTRYAG2 was defined as ENTRYAG2 = CONTAGE — LNGTHLIV and was
set to missing if LNGTHLIV was missing. ENTRYAG2 also had a legitimate skip code (999) for
respondents who were born in the United States.

5.2.3 Noncore Education

The noncore education module assessed whether respondents were currently enrolled in
school and, if not, whether respondents who were aged 12 to 25 had dropped out of school
without having received a high school diploma. Figure 5.1 shows the logic for asking follow-up
questions according to whether or not respondents were enrolled in school. Respondents who
reported that they were enrolled were asked to report their current grade in school (or the grade
they would be in once they returned from school break), whether they were a full-time or part-
time student, and if they were full-time students, the number of days that they missed school in
the past 30 days because they were sick or because they skipped school (questions QD18 through
QD21). Respondents who were aged 25 or younger, had completed the 12th grade or lower
(from question QD11), and were not enrolled in school were asked whether they had received a
high school diploma (question QD22). Respondents in this age group who reported that they left
school without receiving a high school diploma were asked to report whether they had received a
general educational development (GED) certificate of high school completion, why they left
school before receiving a high school diploma, and their age when they left school (questions
QD23 through QD25). Table 5.2 shows the edited variables that corresponded to the questions in
the noncore education module.

Consistent with this module being in a noncore section of the interview, the content of
questions in this module has changed over time. However, these questions have not changed
since the start of the new NSDUH baseline in 2002. Documentation of historical changes to the
noncore education questions prior to the new baseline in 2002 can be found in the report on
editing of interviewer-administered data that was prepared for the 2011 Methodological
Resource Book (MRB) (Kroutil, Chien, Handley, & Bradshaw, 2013).
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Figure 5.1
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Table 5.2 Mapping of Noncore Education Questions to Edited Variables
Edited

Question Variable Question Text

QD17 SCHENRL | The next questions are about school. Are you now attending or are you
currently enrolled in school? By "school," we mean an elementary
school, a junior high or middle school, a high school, or a college or
university. Please include home schooling as well.

QDI17A SCHENRL | Are you currently on a holiday or vacation break from school?

QD17B SCHENRL | Do you plan to return from school when your holiday or vacation is
over?

QD18 EDUCATND | What grade or school [are you now attending/will you be attending
when your vacation is over]? Please tell me the number from the card.

QD19 SDNTFTPT | [Are you/Will you be] a full-time or a part-time student?

QD20 SCHDSICK | During the past 30 days, that is, from [DATEFILL] up to and including
today, how may whole days of school did you miss because you were
sick or injured?

QD21 SCHDSKIP | During the past 30 days, that is, from [DATEFILL] up to and including
today, how may whole days of school did you miss because you
skipped or "cut" do just didn't want to be there?

QD22 HSDIPLMA | Have you received a high school diploma?

QD23 HSGED Have you received a GED certificate of high school completion?

QD24 LFSCHWHY | Please look at this card and tell me which one of these reasons best
describes why you left school before receiving a high school diploma.

QD24SPp LFSCHWHY | What is the main reason why you left school before receiving a high
school diploma?

QD25 LFTSCHAG | How old were you when you stopped attending school?

NOTE: Questions QD18 through QD21 applied if respondents reported in QD17 through QD17B that they were
currently in school or planned to return to school when their break was over. Questions QD22 through
QD25 applied to respondents aged 12 to 25 who reported that they were not currently in school or were on
break but did not plan to return to school when their break was over. See Figure 5.1 for additional routing
within the noncore education module.

The remainder of this section discusses the following issues that were relevant to editing
of the noncore education variables:

overall routing logic for the noncore education module (Section 5.2.3.1);
edits involving respondents' school enrollment status (Section 5.2.3.2);

general edits involving the last and current grade for respondents who were in school
(Section 5.2.3.3);

specific edits involving the last and current grade for respondents aged 12 to 18 who
were in school (Section 5.2.3.4);

specific edits involving the last and current grade for respondents aged 19 or older
who were in school (Section 5.2.3.5); and

miscellaneous edits involving the noncore education variables (Section 5.2.3.6).

Table B.1 in Appendix B describes edits for the noncore education variables pertaining to
current school enrollment, last and current grade, and receipt of a high school diploma or GED.
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Table B.1 also is intended as a companion to the discussion of the editing procedures for the
noncore education variables in Sections 5.2.3.2 through 5.2.3.5.

5.2.3.1 Routing Logic for Noncore Education

As shown in Figure 5.1, determining whether respondents were currently attending
school was critical for determining the subsequent questions that respondents would be asked
about their education. However, respondents could answer the question about their current
school attendance (QD17) as "no" if they were on a holiday break or vacation from school.
Therefore, respondents who did not report in question QD17 that they were currently attending
school were asked follow-up questions (if they were aged 12 to 25 and their highest reported
grade from question QD11 was grade 1 to 15) to determine if they were on a holiday or vacation
break from school (question QD17B), and if so, whether they intended to return to school once
their break was over (question QD17B).

If respondents reported in QD17 that they were not currently attending school (QD17 =
2) but they were on break from school (QD17A = 1) and they intended to return to school once
their vacation or break was over (QD17B = 1), the edited school enrollment variable SCHENRL
(based on data from QD17, QD17A, and QD17B) was set to a value of 1 ("yes") to indicate that
the respondents should be considered enrolled. Otherwise, the response from QD17 was carried
over to SCHENRL. That included situations in which respondents reported in QD17A that they
were not on vacation break from school, or who reported in QD17B that they were on break but
did not intend to return to school once their break was over.

If respondents were currently attending school or were on break but intended to return,
the wording of subsequent questions varied according to their current status. For question QD18,
respondents who reported in QD17 that they were currently attending school (QD17 = 1) were
asked to report their current grade in school (i.e., at the time of the interview). For respondents
who were on vacation break from school but intended to return to school once their break was
over (QD17B = 1), question QD18 asked for the grade that they would be in once they returned
from their vacation break. Similarly, for the question about full-time or part-time student status
(question QD19) respondents who were currently attending school were asked, "Are you a full-
time student or a part-time student?" Those who were on break from school but intended to
return to school were asked, "Will you be a full-time or a part-time student?"

Based on the logic shown in Figure 5.1, a key aspect of editing the noncore education
variables involved assigning legitimate skip codes (Section 2.4.2) based on respondents' current
enrollment status and age. If respondents were currently enrolled in school, the edited variables
corresponding to questions QD22 through QD25 (HSDIPLMA, HSGED, LFSCHWHY, and
LFTSCHAG) were assigned legitimate skip codes. Similarly, respondents aged 26 or older were
considered to have legitimately skipped out of questions QD22 through QD25 because of the age
requirement for administration of these questions, regardless of whether they might not have
finished high school. In addition, if respondents were not currently enrolled in school, the edited
variables corresponding to questions QD18 through QD21 (EDUCATND, STUDNT,
SCHDSICK, and SCHDSKIP) were assigned legitimate skip codes, provided there were no other
data to suggest that they were enrolled (Section 5.2.3.2).
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5.2.3.2  Editslnvolving Current School Enrollment

Because the routing logic in the noncore education module was based on respondents
current enrollment status, an important aspect of editing the variablesin this module involved
editing of the enrollment variable SCHENRL. Table B.1 in Appendix B describes edits for
SCHENRL.

For example, respondents aged 12 to 25 who reported that they were not enrolled in
school and that they had not received a high school diploma were asked to report why they |eft
school before receiving a diploma (Figure 5.1). If respondents reported |eaving school for some
other reason besides the ones that were listed in question QD24, they were asked to specify the
main reason why they left school. If the "OTHER, Specify" response (Section 2.3.1.4) indicated
that the respondent was still in school or was being home schooled, SCHENRL was assigned
special codes to indicate that the respondent was in school (Table B.1). Except for the dataon
reasons for leaving school that were responsible for the logical inference that the respondent was
in school (edited variable LFSCHWHY), the variables HSDIPLMA and HSGED were
overwritten with values of 89, and LFTSCHAGE was overwritten with a value of 989
(LEGITIMATE SKIP Logically assigned; see Section 2.4.2) because it was logically inferred
that these questions should have been skipped. Also, because questions QD18 through QD21 had
been skipped based on the respondent not having reported current school enrollment, the edited
variables corresponding to these questions retained missing values (i.e., codes of blank).

In addition, a"hard error" isincluded in the education section for situations in which the
highest grade from QD11 was higher than the current (or anticipated) grade from QD18. FIs
were prompted to verify the answers with the respondents and correct any information in QD11
or QD18. If the answers were correct as recorded, the FIs could "suppress' the hard error and
continue with the interview. % When Fls suppressed a hard error message, however, they were
requested to enter a comment documenting why the information that had been entered in QD11
and QD18 was correct. Although most of these comments were relevant to editing involving the
last and current grade (Section 5.2.3.3), some comments were relevant to editing the school
enrollment variable.

Specifically, if the FI's comments indicated that the respondent was now in some sort of
technical or vocational school, the school enrollment variable SCHENRL was set to avalue of 4
(No LOGICALLY ASSIGNED). This edit was done because interviewers were instructed not to
include vocational or technical schools as types of schools in which respondents could be
enrolled. When SCHENRL was set to avalue of 4, any datain EDUCATND, STUDNT,
SCHDSICK, and SCHDSKIP were overwritten with values of 89 (LEGITIMATE SKIP
Logically assigned). Where possible, when respondents were inferred not to be enrolled in
school because their current enrollment was in atechnical or vocationa school, FI comments

%8 Unlike the consistency checks that were described in Section 1.2 and elsewhere in this report
(particularly Chapter 6), "hard errors' in the CAl instrument typically required interviewers or respondents to
resolve an inconsistency before the interview could proceed to the next available question; consistency checksin
self-administered sections of the interview gave respondents an opportunity to resolve an inconsistency but did not
require resolution before the interview could proceed. As noted in Section 5.2.3.2, however, interviewers could
allow an inconsistency to remain between the last and current grade but were required to provide areason for
doing so.
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also were used to edit the variables pertaining to receipt of a high school diploma (HSDIPLMA)
or receipt of a GED certificate of high school completion (HSGED). These edits are discussed
further in Section 5.2.3.6.

5.2.3.3  General Edits Involving the Last and Current Grade

The current school grade from question QD18 could be inconsistent with the highest
grade that the respondent reported completing in question QD11. In most situations, one might
expect the current grade in QD18 to be one grade level higher than the response in QD11. In
addition, no editing was done when the current grade reported in QD18 was the same as the
highest grade reported in QD11 because respondents could have been repeating a grade.

As noted in Section 4.2.9, the core education variable EDUC (highest grade completed)
was not edited with respect to data on a respondents' current grade because QD18 was in a
noncore section of the interview. However, a second variable, EDTEDUC, was created as part of
the editing of the noncore education module. Consequently, the core education variable would
not be affected by changes that might occur in the content of noncore education variables over
time. Nevertheless, the EDTEDUC variable might in some situations be a more accurate
reflection of the highest grade that respondents had completed.

As noted previously, FIs could enter comments if they suppressed a hard error message
when the highest grade from QD11 was higher than the current (or anticipated) grade from
QD18. These comments were reviewed on a case-by-case basis to determine which of the
following held:

* the answers should be accepted and no editing should be done to EDTEDUC
(corresponding to QD11) or EDUCATND (corresponding to QD18);

* the value for EDTEDUC or EDUCATND should be edited for consistency with the
comments entered by the FI;

e EDTEDUC or EDUCATND should be set to bad data based on the FI comments; or

» predefined editing rules for education should be invoked (see below and Table B.1).

Any edits based on the FI comments were done on a case-level basis using the respondent
ID rather than on an automated basis using predefined editing rules. These case-level edits
superseded any of the usual edits discussed in Table B.1 that otherwise would have been done.
However, this hard error was suppressed for fewer than 30 cases, and specific case-level edits
were done for fewer than 15 of these cases.

The general education edits discussed in the remainder of this section were invoked if the
hard error between QD11 and QD18 had been triggered, the answers from QD11 and QD18 had
not been corrected, or the FI's comments indicated that a correction needed to be made, but what
needed to be corrected was not clear from the FI's comments. However, answers to QD11 and
QD18 were accepted when FIs provided a plausible reason for the discrepancy between the two
answers, such as if respondents were in college and transferred to another school but some prior
credits did not transfer.
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The following potential patterns of inconsistent or questionable data could occur between
QD18 and QD11 despite the presence of the hard error check between the two questions:

* the hard error was triggered, but the case was allowed to proceed through the general
education edits for the reasons described above;

* the hard error was not triggered, the current grade in QD18 was exactly two grades
higher than the highest grade completed (from QD11), but the respondent was at a
current grade level that would be expected for someone at his or her age (e.g., ifa 12
year old reported last completing the 4th grade and reported currently being in the 6th
grade); or

* the hard error was not triggered, and the current grade in QD18 was more than two
grade levels higher than the highest grade from QD11.

An algorithm was developed to handle these types of situations when they occurred. This
algorithm is discussed in detail below. In particular, having accurate data on respondents' current
grade levels is important for comparing NSDUH data with drug use data from in-school surveys,
such as Monitoring the Future, that are administered to students in specific grades.

For respondents aged 12 to 23, a series of arrays was set up that mapped out the highest
grade and current grade that would be expected relative to a respondent's current age, assuming
an orderly progression from one grade level to the next highest level. Table 5.3 shows a matrix
that maps the current age with expected grades in the United States.

Table 5.3 Mapping of Current Age with Expected Grades

Current Age 12 [ 13 |14 |15 |16 | 17 | 18 | 19 | 20 | 21 |22 | 23
Expected Completed Grade 6 7 8 9 |10 | 11 |12 |13 |14 |15 |16 | 17
Expected Current Grade 7 8 9 |10 |11 |12 [ 13 | 14 |15 |16 | 17 | 17

For example, one might expect most people in the United States to have completed the
6th grade by the time they are 12. It would therefore not be unreasonable for someone to be aged
12 and to be currently in the 7th grade, depending on when the respondent was interviewed. An
upper age limit was set at 23 because a grade level of 17 (college or university, 5th year or
higher) was the upper limit of the education levels.

In addition, the algorithm allowed for some deviation relative to the expected ages. For
example, if a respondent was aged 12, had completed the 5th grade, and was currently in the 6th
grade, this would be an acceptable pattern because the respondent might have had his or her 12th
birthday at some point during the 6th grade.

Separate edits were done depending on whether a respondent was aged 12 to 18 or was
older than 18. The rationale for doing edits separately for these two different age groups was that
the typical progression from one grade level to the next would be less likely to hold for adults
and at higher educational levels. Suppose, for example, that a respondent completed 3 years of
college but changed majors and not all of the prior credits applied to the new major. It would be
possible for the respondent to report having completed 3 years of college and to be currently
enrolled at a level lower than the third year of college, depending on how the respondent
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interpreted these questions. Similarly, a respondent who got a bachelor's degree in one field and
went back to school for a second bachelor's degree might report having completed 4 years of
college but also might report currently being enrolled at some level below the 4th year of
college.

5.2.34 Edits Involving the Last and Current Grade for Respondents Aged 12
to 18

For respondents aged 12 to 18, the highest grade completed and the current grade were
considered to be consistent with the respondent's age if what was reported was within 1 year of
the grades shown in Table 5.3. Thus, if a respondent was aged 12, the algorithm considered
completion of any grades from the 5th through the 7th to be sufficiently consistent with the
respondent's age. Similarly, for respondents aged 12, the algorithm considered current
enrollment in any grades from the 6th through the 8th to be sufficiently consistent with the
respondent's age.

Therefore, the following four data combinations were possible:

* Dboth the completed grade and the current grade were consistent with the respondent's
age;

» the highest completed grade was consistent with the respondent's age, but the current
grade was not;

* the current grade was consistent with the respondent's age, but the highest completed
grade was not; or

* neither the highest completed grade nor the current grade was consistent with the
respondent's age.

Separate edits were done according to the four combinations of data patterns described
immediately above. The following edits were done if both the completed grade and current grade
appeared to be consistent with the respondent's age:

» If the current grade was more than two grade levels higher than the highest completed
grade, the current grade was edited to be consistent with the highest grade because the
latter was a core variable. For example, if a respondent was aged 17, reported
completing the 10th grade, and reported currently being in the first year in college
(QD18 = 13), the edits logically inferred that the respondent currently was in the 11th
grade. The edited variable for current grade (EDUCATND) was assigned a code of 31
(i.e., 11th grade LOGICALLY ASSIGNED).

» If the current grade was lower than the highest completed grade, the edit code gave
precedence to the reported grade that would yield the most consistent result relative to
the respondent's age. In particular, if accepting the report of the highest grade and
inferring that the respondent was currently in the next highest grade would yield a
current grade that was inconsistent with the respondent's age, then the noncore-
created variable EDTEDUC (i.e., edited highest grade completed) was assigned a
value consistent with the current grade. Suppose, for example, that a 12-year-old
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respondent reported currently being in the 6th grade but completed the 7th grade.
Accepting the answer that the respondent was currently in the 6th grade and had
completed the 5th grade would be more consistent with the respondent's current age
than would be the converse (i.e., accepting that this respondent had completed the 7th
grade and inferring that he or she was currently in the 8th grade). In this example,
EDTEDUC would be assigned a code of 25 (i.e., Sth grade LOGICALLY
ASSIGNED).

If the highest completed grade was consistent with the respondent's age but the current
grade was not, the highest completed grade was accepted by default. This was done if the current
grade was lower than the highest completed grade or the current grade was more than two grade
levels higher than the highest completed grade. The edited current grade EDUCATND was
therefore assigned a value to indicate a current grade level that was 1 year higher than the highest
completed grade. For example, if the respondent reported completing the 10th grade,
EDUCATND would be assigned a code of 31 (i.e., 11th grade LOGICALLY ASSIGNED).

If the current grade was consistent with the respondent's age but the highest completed
grade was not, the edit procedures accepted the current grade by default. Thus, if a 12-year-old
respondent reported last completing the 4th grade and reported currently being in the 6th grade,
this edit would identify the current 6th grade as being consistent with an age of 12; completing
the 4th grade would not be identified as consistent with an age of 12. In this example,
EDTEDUC would be assigned a code of 25 (i.e., 5Sth grade LOGICALLY ASSIGNED).

If neither the current grade nor the reported highest grade was consistent with the
respondent's age, the following was done:

* If'the current grade was lower than the highest grade that was reported, the algorithm
picked the answer that was closest to the expected grade, based on the matrix shown
in Table 5.3. The variable with the more inconsistent data was assigned a bad data
code. This edit allowed for situations where respondents may have fallen behind
where they would be expected to be grade-wise (e.g., if they had been held back a

year).

* Ifthe current grade was exactly two grade levels higher than the reported highest
completed grade and the highest completed grade was higher than what would be
expected for the respondent's age, no further editing was done. Otherwise, the created
noncore variable EDTEDUC was assigned a bad data code. This edit was designed to
allow for situations where a respondent might be on an accelerated track.

* If'the current grade was more than two grade levels higher than the reported highest
grade and it was lower than the expected current grade, then the value was retained
for the current grade. The variable EDTEDUC was assigned a bad data code. In other
situations, both EDTEDUC and EDUCATND (i.e., the edited current grade) were
assigned codes of bad data. The rationale for the first edit was that, if EDUCATND
was lower than the expected current grade, EDUCATND would be more consistent
with the expected current grade and the respondent's age than what the reported
highest grade would be.
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5.2.3.5 Edits Involving the Last and Current Grade for Respondents Aged 19 or
Older

Minimal editing of EDTEDUC and EDUCATND was done for respondents aged 19 or
older. Other than the edits described in this section, no other editing of the educational level data
was done for respondents aged 19 or older.

If the current grade was lower than the highest completed grade and the current grade
was at the 12th grade or lower, then EDUCATND (i.e., the current grade) was assigned a bad
data code. Otherwise, no further editing was done when the current grade was lower than the
highest grade. For example, if a respondent reported completing the 12th grade but the answer
for the current grade indicated that the respondent was in the 1st grade (QD18 = 1), then the
response in question QD18 would probably indicate a typographical error. The first edit
described in this paragraph would assign a bad data code to EDUCATND.

If the current grade was more than two grade levels higher than the highest completed
grade and the current grade was above the 12th grade, the edits compared what the highest grade
completed would be relative to the current grade, if the highest completed grade were actually
increased by 10 years. If increasing the highest completed grade by 10 years yielded a completed
grade that was still less than or equal to the reported current grade, then the variable EDTEDUC
was assigned a code of bad data. In this situation, the interpretation was that a typographical
error was made for the highest grade. Otherwise, no further editing was done. The first edit
described in this paragraph was based on observed patterns that suggested that keying errors may
have been made in QD11 (highest grade completed). For example, there were respondents who
reported completing the 1st grade (QD11 = 1) and currently being in their 13th or higher years of
school. Again, this pattern suggested that the second digit did not get keyed in QD11. This edit
ensured that the respondent was classified as being enrolled in a grade above the high school
level.

5.2.3.6  Miscellaneous Edits Involving the Noncore Education Variables

Table B.1 discusses additional editing of variables in the noncore education module other
than those pertaining to current enrollment and grade level. These included situations in which
the data were consistent with respondents' status as being enrolled in school or not enrolled but
other potential inconsistent responses were observed, such as responses for receipt of a high
school diploma or GED (if not enrolled) or absences from school in the past 30 days (if currently
enrolled).

For example, if a respondent reported that he or she was not enrolled in school, reported
having received a high school diploma, but also reported in QD11 that he or she had completed
only the 9th grade or lower, the respondent was logically inferred not to have received a diploma.
HSDIPLMA was assigned a code of 4 (No LOGICALLY ASSIGNED).

In addition, where possible, when respondents were inferred not to be enrolled in school
because of FI comments indicating that their current enrollment was in a technical or vocational
school, FI comments also were used to edit the variables pertaining to receipt of a high school
diploma (HSDIPLMA) or receipt of a GED certificate of high school completion (HSGED). For
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example, if the FI comments indicated that respondents had received a high school diploma,
HSDIPLMA could be assigned a code of 3 (Yes LOGICALLY ASSIGNED), and the remaining
variables HSGED, LFSCHWHY, and LFTSCHAG could be assigned legitimate skip codes. In
the absence of information in the FI comments that would permit editing of additional variables,
HSDIPLMA, HSGED, LFSCHWHY, and LFTSCHAG were left as blank because these
respondents who were logically inferred not to be enrolled were skipped out of questions that
were relevant to respondents who were not enrolled.

5.2.4 Employment and Workplace

Respondents aged 15 or older were asked questions about their current employment,
employment history, and characteristics of their workplace (if applicable). Question QD26 asked
whether respondents worked in the week prior to the interview. If respondents reported that they
did not work in the past week, they were asked in question QD27 whether they had a job or
business. Respondents then were routed through different branches of work-related questions
depending on how they answered these two key questions, as shown in Figure 5.2. For example,
respondents who worked in the past week were asked questions to determine full-time or part-
time work status (e.g., whether they usually worked 35 or more hours per week), whether they
ever had a period of unemployment in the past 12 months, the number of days they missed work
in the past 30 days because they were sick or because they did not want to be at their workplace,
and characteristics of their workplace, particularly with respect to alcohol and other drug policies
at their workplace. Similarly, respondents who did not work in the past week and did not have a
job were routed into questions relevant for people who currently were not working, such as why
they did not have a job, whether they made specific efforts to find work in the past 30 days, and
the month and year when they last worked for pay.

The employment and workplace questions and logic underwent important changes prior
to the start of the new NSDUH baseline in 2002. Documentation of historical changes to the
employment and workplace questions prior to the new baseline in 2002 can be found in the
report on editing of interviewer-administered data that was prepared for the 2011 MRB (Kroutil
et al., 2013).

In addition, coding procedures changed in 2003 for the industry in which respondents
worked (currently or in the past year) and for respondents' occupations (for their current or
previous job). Since 2003, the Census Bureau has coded these responses. In addition, the
industry and occupation (I&O) codes and classification procedures since 2003 have been based
on categories from the 2000 census. Therefore, the names of the I&O variables were changed,
beginning with the 2003 NSDUH. The names of the 1&O variables in 2002 were as follows:
WRKINDUS (industry in which the respondent is currently working), WRKOCCUP
(respondent's current occupation), WRKINDYR (industry in which the respondent formerly
worked in the past year), and WRKOCCYR (respondent's former occupation in the past year).
Since 2003, these variables have been called WRKIDSTY, WRKOCUPT, WRKIDSYR, and
WRKOCUYR, respectively. Recoded versions of these variables (WRKIDST2, WRKOCUP2,
WRKIDSY?2, and WRKOCUY?2) were created for the NSDUH public use file. Despite these
changes, the procedures for editing these I&O variables have not changed.
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Also, since 2005, the question about the respondent's month of last employment (question
QD39B) has been asked only for those respondents who reported in question QD39A (edited
variable WRKLSTYR) that they last worked in the current year or the prior year (i.e., 2012 or
2013). Previously, all respondents who gave a valid year in question QD39A were asked to
report the month they last worked in QD39B. Consequently, more respondents in 2005
legitimately skipped out of question QD39B compared with respondents in prior years. For this
reason, the edited variable corresponding to question QD39A has been called WRKLSTMN
since 2005. In 2004, this variable was called WRKLSTMO. If the year in WRKLSTYR was
more than 1 year prior to the current survey year, WRKLSTMN was assigned a legitimate skip
code. Because of the changes to the skip logic in 2005, the distribution of WRKLSTMN also was
not comparable with the distribution of WRKLSTMO prior to 2005.

An important aspect of editing the work-related variables involved identification of
situations where questions had been legitimately skipped (Section 2.4.2). A second key aspect of
processing the work-related variables was to use the data to establish respondents' current work
status (Figure 5.2). As noted previously, a single, recoded work status variable named JBSTATR
was created that served as the starting point for creation of a simplified edited variable
(EDEMPY) and a final, statistically imputed employment status variable (EMPSTATY).
JBSTATR was created from the following final variables: WRKEDWK (whether the respondent
worked in the past week), WRKHAVIJB (whether the respondent had a job if he or she did not
work in the past week), WRKHRSUS (whether the respondent usually worked 35 or more hours
per week), WRKNOWRK (reason for not working in the past week despite having a job),
WRKNOIJOB (reason for not having a job in the past week), WRKEFFRT (made specific efforts
to find work in the past 30 days), and WRKEDYR (whether the respondent had a job in the past
12 months). Based on the data in these variables, respondents aged 15 or older were assigned to
one of the categories in JBSTATR that are listed in Table 5.4.

Table 5.4 Categories of JBSTATR

Code Employment Situation Code Employment Situation

1 Worked at full-time job, past week 11 No job: keeping house full time

2 Worked at part-time job, past week 12 No job: in school/training

3 Has job but out: vacation/sick/temp 13 No job: retired
absence

4 Has job but out: layoff, looking for 14 No job: disabled for work
work

5 Has job but out: layoff, not looking 15 No job: didn't want a job
for work

6 Has job but out: waiting to report to 190 | Has full-time job, reason for not working
new job unknown

7 Has job but out: self-employed, no 191 | Has part-time job, reason for not working
business past week unknown

8 Has job but out: in school/training 199 | Has job, no further information

9 No job: looking for work 290 | No job, no further information

10 No job: layoff, not looking for work 299 | Other, not in labor force

NOTE: Additional codes for JBSTATR in the 900 series have their standard meanings in NSDUH: Don't know
(994), Refused (997), Blank (998), and Legitimate skip (999).
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In addition, respondents who reported in question QD31 that they did not have a job but
were looking for work were not classified as being unemployed unless they reported in
WRKEFFRT that they had made specific efforts in the past 30 days to find work (such as
making contacts with someone about a job, sending out resumes or job applications, or placing
or answering ads). If respondents reported that they did not have a job but were looking for work
but WRKEFFRT was not answered as "yes," they were classified as not in the labor force (code
299) in IBSTATR.

If respondents did not know or refused to report whether they worked in the past week,
WRKEDYR was checked for indications of whether respondents worked in the past year.
Respondents who indicated in WRKEDYR that they did not work in the past 12 months were
classified as not having a job (JBSTATR = 290). Otherwise, if respondents did not provide
information on whether they worked in the past week (i.e., QD26 answered as "don't know" or
"refused"), JBSTATR was assigned the corresponding code of "don't know" or "refused."

Table B.2 in Appendix B describes edits for employment variables pertaining to whether
respondents had a job in the past week, the number of days absent from work in the past 30 days,
the number of weeks without a job in the past 12 months, the number of hours worked in the past
week, the year and month that respondents last worked for pay, and self-employment. As noted
previously, for example, the question pertaining to the month that respondents last worked for
pay was changed in 2005. If respondents reported in question QD39A that they never worked for
pay, interviewers were instructed to enter a response of 9991. When the month question QD39B
had been skipped because a response of 9991 had been entered in QD39A, the edited month
variable WRKLSTMN was assigned a code of 91. Documentation for 9991 (or 91) was as
follows: 9991 = NEVER WORKED AT A JOB OR BUSINESS.

A refinement to the editing procedures for the employment and workplace section also
has been implemented since 2003 for respondents who reported that they did not work in the past
week (WRKEDWK = 2). The variable pertaining to the number of hours that respondents
worked in the past week (WRKHRSWK) was assigned a legitimate skip code regardless of how
respondents answered the question about having a job (QD27). Prior to 2003, a legitimate skip
code was assigned to WRKHRSWK only if respondents reported that they did not work in the
past week (WRKEDWK = 2) and QD27 was answered as "no"; the prior logic did not assign
legitimate skip codes to WRKHRSWK if respondents answered QD27 as "don't know" or
"refused." Logically, however, if respondents reported that they did not work in the past week,
they would not have worked any hours at a job during that period, regardless of how they
answered question QD27.

A final procedure that is discussed for the editing of the employment variables (not
presented in Table B.2) concerns the creation of the base variable EDEMPY, which was used to
create the imputation-revised employment status variable. EDEMPY was derived from
JBSTATR and WRKHRSUS. WRKHRSUS was used in some cases to determine whether
employed respondents were employed full time or part time. Specifically, EDEMPY was derived
in the following manner:
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EDEMPY =

* 99, if the respondent is 12 to 14 years old; else

e 1 (full time), if IBSTATR =1 or 190, or if IBSTATR =3, 6, 7, 8, or 199 and
WRKHRSUS = 1; else

e 2 (part time), if IBSTATR =2 or 191, or if JBSTATR =3, 6, 7, 8, or 199 and
WRKHRSUS = 2; else

* 3 (unemployed), if IBSTATR =4, 5, 9, or 10; else
* 4 (other), if IBSTATR =11, 12, 13, 14, 15, 290, or 299; else

* 5 (part time or full time), if IBSTATR =3, 6, 7, 8§, or 199 and WRKHRSUS was
missing (i.e., greater than 2); else

*  missing.
5.2.5 Field Interviewer Debriefing Questions

The FI debriefing section was to be completed by the interviewer to obtain information
about the potential quality of the interview. This included information about factors that might
have affected the quality of the data, such as the degree of privacy in the interview setting. These
questions were not to be read aloud to the respondent.

Only minimal processing was done to the data in this section. Specifically, unedited
variables were replaced with final, mnemonic variable names (e.g., PRIVACY for the variable
pertaining to the interviewer's indication of how private the interview was). Where relevant,
variables also were assigned legitimate skip codes based on the routing logic in this section.

5.3 Imputation for Noncore Demographics Variables

For the noncore demographics module of the 2013 NSDUH, three imputation-revised
variables were created from the base variables EDEMPY, BORNINUS, and ENTRYAG?2: the
first was an employment status variable, EMPSTATY > the second, IRBORNUS, was an
indicator of whether the respondent was born in the United States; and the third, IRENTAG2,
recorded the age at which the respondent entered the United States. These three variables were
processed in three separate, single-member imputation sets, using the single response propensity
(RP)/single prediction (PRD) type of the predictive mean neighborhood (PMN) method
described in Chapter 3. The ultimate goal in imputing values for missing data in these variables
was to create a data file containing variables that would indicate whether respondents could be
included in past year incidence analyses based on when they entered the United States. All three
variables tend to have item response rates of more than 99 percent. See Table A.25 in Appendix
A for details on the rates of missingness among these three noncore demographics variables.

5% Unlike other imputation-revised variables, EMPSTATY was not preceded by an "IR" prefix. However, it
was accompanied by imputation indicators that did have the requisite "II" prefix: I2EMSTY and IIEMPSTY.
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5.3.1 Employment Status (Imputation Set 1)

The first noncore demographic variable that underwent imputation was the employment
status variable. The imputation process was straightforward except for one feature: the handling
of cases with EDEMPY = 5, where it was known that the respondents were employed but it was
not known whether they were employed part time versus full time. These cases were handled in
the hot-deck step in a separate missingness pattern, with a single logical constraint and a
modified predictive mean vector. The final imputation-revised variable EMPSTATY had five
levels: employed full time, employed part time, unemployed, other, and a skip code for
respondents aged 12 to 14. Two age groups were used for RP and PRD modeling: 15 to 25 and
26 or older. The hot-deck step was implemented separately for three age groups: 15to 17, 18 to
25, and 26 or older.

5.3.1.1  Response Propensity Step

The response propensity models for imputation set 1 utilized the preliminary analysis
weight, PANALWT. For the first RP model, the domain included all unit respondents aged 15 to
25. For the second RP model, the domain included all respondents aged 26 or older. In both
cases, item respondents were those with EDEMPY values of 1, 2, 3, or 4. See Table D.1 in
Appendix D for details of the covariates used in the RP models for this variable.

5.3.1.2  Prediction Step

Using the adjusted weights that are outputs of the RP step, the employment status
variable was modeled using polytomous logistic regression as implemented by the MULTILOG
procedure in SUDAAN. For both age groups, the outcome variable had four levels, which
mapped to the first four levels of EDEMPY.

5.3.1.3 Hot-Deck Step

The predicted means from the prediction step play a central role in the donor selection
algorithm applied in the hot-deck step, but unlike the RP and PRD steps, the hot-deck steps were
run separately within three age groups: 15 to 17, 18 to 25, and 26 or older. This was done to
allow for parallel processing, which decreases the time required for implementation. Each item
nonrespondent in the hot-deck step was assigned one of two missingness patterns. Iltem
nonrespondents with a missing value for EDEMPY were handled in the first missingness pattern,
which used the full predictive mean vector and no logical constraints. Item nonrespondents with
EDEMPY = 5 were handled in the second missingness pattern, which applied a logical constraint
to ensure that the donor was employed (either full time or part time). Also, conditional
probabilities were used to take advantage of the partial information that was available. Instead of
using the model's predicted probabilities directly, a single predicted mean was derived using a
conditional probability, which was the probability that the respondent was employed full time,
given that the respondent was employed. In addition to the segment and delta likeness
constraints, a third likeness constraint (i.e., donor's age must be within 5 years of recipient's age)
was applied in the hot-deck step. See Appendix E for more details on missingness patterns and
constraints for employment status.
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5.3.1.4  Recodesfor Additional Analyses

EMPSTAT4 was adirect recode of EMPSTATY and AGE. For respondents who were
younger than 15 or older than 17, EMPSTAT4 and EMPSTATY were equivalent. For 15- to 17-
year-olds, responses for EMPSTATY were overwritten with a code indicating that the
respondent was too young to have his or her employment status recorded for the variable. This
was the same code that was used for 12- to 14-year-olds for EMPSTATY (and EMPSTATA4).

5.3.2 Immigrant Status, Born-in-U.S. Indicator (Imputation Set 2)

The second noncore demographic variable that underwent imputation was the born-in-
U.S. variable, BORNINUS. This was a dichotomous variable with very few missing responses.
The RP, PRD, and hot-deck steps were all run separately within three age groups: 12 to 17, 18 to
25, and 26 or older. The imputation procedure was straightforward and is described in the next
three sections.

5321 Response Propensity Step

The response propensity models for imputation set 2 utilized the preliminary analysis
weight, PANALWT. The domain indicator for the RP model included all unit respondents. Item
respondents were those with a nonmissing value for BORNINUS. See Table D.1 in Appendix D
for details of the covariates used in the RP models for this variable.

5322  Prediction Step

Using the adjusted weights that are outputs of the RP step, the born-in-U.S. indicator was
modeled using dichotomous logistic regression as implemented by the LOGISTIC procedurein
SUDAAN.® The outcome variable was BORNINUS. The single predicted mean was the
predicted probability that the respondent was born in the United States.

5.3.23 Hot-Deck Step

The hot-deck step for the born-in-U.S. indicator included a single predicted mean from
the prediction step, no logical constraints, and only the segment and delta likeness constraints.
BORNINUS was the base variable for imputation and the imputation-revised version was called
IRBORNUS. Details on the hot-deck step are available in Appendix E.

5.3.3 Immigrant Status, Age of Entry (Imputation Set 3)

The age of entry variable was created only for respondents who were not born in the
United States as defined by IRBORNUS. This resultsin asmall domain. As aresult, imputations
were not conducted separately within age groups. The models were likely to be improved when
age groups were combined because (1) none of the response categories were sparsely populated,
leading to more robust models and (2) sufficiently large donor pools were ensured in the hot-

80 |n SAS-callable SUDAAN, thisisthe RLOGIST procedure to avoid confusion with SAS's own
LOGISTIC procedure.
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deck step. Details on the procedures applied to the age of entry variable are explained in the next
three sections.

5.3.3.1 Response Propensity Step

The response propensity model for imputation set 3 utilized the preliminary analysis
weight, PANALWT. The domain indicator for the RP model included all respondents who were
not born in the United States as defined by IRBORNUS. Item respondents were those domain
members with a nonmissing value for ENTRYAG2. See Table D.1 in Appendix D for details of
the covariates used in the RP model for this variable.

5.3.3.2 Prediction Step

Using the adjusted weights that are outputs of the RP step, the predicted mean for an
immigrant's age of entry was estimated using a linear regression model, as implemented by the
REGRESS procedure in SUDAAN. To control the upper and lower bounds of predicted means
for age of entry, it was necessary to perform a logit transformation on the response variable. The
response variable in the model was the immigrant age at entry as a proportion of the continuous
version of current age CONTAGE, as described in Section 5.2.2. The expression of the
proportion is P; = Y;/N;, where Y; = Age at Entry; and N; = Continuous Age; (CONTAGE).

After the weight adjustment, the following empirical logit transformation was used as the
response variable in a weighted linear univariate regression:

log[ (¥, +0.5)/(N,—-Y,+0.5)].
This transformation was nearly equivalent to the standard logit transformation,
Y =log| B/(1-R)],

which was not used because this transformation is unstable for respondents who entered the
country at their current age (such that P;=1).

5.3.3.3 Hot-Deck Step

Two logical constraints were utilized in the hot-deck step for the age of entry variable.
Both involved the respondent's age. One required that the donor's age of entry be less than or
equal to the recipient's current age. The other required that the difference between the recipient's
current age and the donor's age of entry be less than 1 year if the recipient lived in the United
States for less than 1 year (as indicated by QD16A) or greater than 1 year if the recipient lived in
the United States for more than 1 year. The only base variable was ENTRYAG2 and its
imputation-revised counterpart was IRENTAG2. The segment and delta likeness constraints
were applied in the hot-deck step. Details on the hot-deck step are available in Tables E.17
through E.19 in Appendix E.
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6. Editing and Imputation for the NSDUH
Core Drug Use Variables

6.1 Introduction

This chapter provides documentation of procedures for the editing and statistical
imputation (subsequently referred to as "imputation") of core drug variables in the 2013 National
Survey on Drug Use and Health (NSDUH).®' As a prerequisite for reviewing this chapter,
readers are encouraged to familiarize themselves with the content and terminology in Chapters 1
through 3 of this report because these three chapters provide an overview to the NSDUH
interview and the general approach to editing and imputation of NSDUH data, with information
on specific processes that are common across the survey in Chapters 2 and 3.

Consistent with prior years, the core drug use measures collected in the 2013 NSDUH
included lifetime use (or nonuse); initiation of use (i.e., age at first use [AFU], and for recent
initiates, the month of first use [MFU] and year of first use [ YFU]); most recent use; frequency
of use in the past 12 months (for alcohol, marijuana, cocaine, crack cocaine, heroin,
hallucinogens, inhalants, and prescription psychotherapeutic drugs); and frequency of use in the
past 30 days (for tobacco products except for pipe tobacco, alcohol, marijuana, cocaine, crack
cocaine, heroin, hallucinogens, and inhalants). Figure 6.1 provides an overview of the general
routing logic for the core drug sections of the interview.%> The implications of this general
routing logic for editing and imputation are discussed in connection with the procedures that are
described in the remaining sections of this chapter.

Variables corresponding to questions for these measures first underwent editing to (1)
replace missing values with codes that indicated that the questions did not apply, (2) replace
missing values with nonmissing values that could logically be inferred from other data, (3) make
logical inferences when answers to related questions were inconsistent, and (4) identify
inconsistent or ambiguous responses to be resolved through imputation. Edited variables for
these measures then underwent imputation to replace missing values with nonmissing values or
to replace ambiguous responses (e.g., use at some point in a respondent's lifetime but no definite
period for most recent use) with specific ones.

1 A discussion of "core" and "noncore" sections of the NSDUH interview is provided in Chapter 1. Section
6.1.3 discusses an exception to editing and imputation involving core drug variables.

62 For additional information about the content and logic in the core drug modules, see the computer-
assisted interviewing (CAI) specifications in the 2013 NSDUH Methodological Resource Book at
http://www.samhsa.gov/data/.
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Figure 6.1  Routing Logic for Respondents in the Core Drug Modules
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AFU = age at first use; MFU = month of first use; YFU = year of first use.
6.1.1 Edited (but Not Imputed) Drug Use Variables

Some core drug use variables each year undergo editing but no further imputation. Most
of these variables pertain to use of tobacco products. Editing procedures for these tobacco
variables are discussed in Section 6.2.9. Also, the variable corresponding to the usual number of
alcoholic beverages that respondents consumed on days when they used alcohol in the past 30
days (corresponding to question ALQ7) is used in editing other variables that subsequently
undergo imputation (e.g., frequency of consumption of five or more drinks on a single occasion
in the past 30 days, also referred to as the frequency of "binge" alcohol use) but the variable
corresponding to question ALO7 itself is not included in the subsequent imputation procedures.
Editing procedures for the variable corresponding to question ALO7 are discussed in Section
6.2.4.7.
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6.1.2 '"Parent" and "Child" Drug Use Categories

In this chapter, some of the drug use measures refer to a general drug category (e.g.,
hallucinogens), and other measures refer to one or more subcategories within a general category
(e.g., LSD, PCP, or Ecstasy as types of hallucinogens). These drug categories are described using
the terms "parent drug" for the general drug category and "child drug" for the drug subcategory.

Parent/child drug pairs often (but not always) occurred in modules that included multiple gate
questions.®® For example, the hallucinogens module includes questions about lifetime use of
specific hallucinogens to determine the respondent's overall lifetime use or nonuse of any
hallucinogen. Included in these questions are specific gate questions for LSD (LSO01A), PCP
(LSO01B), and Ecstasy (LSO1F). However, parent/child drug pairs also could appear in separate
modules, such as for any use of cocaine and specific use of crack cocaine (i.e., if respondents
reported lifetime use of any form of cocaine). Table 6.1 shows the drugs with parent/child
relationships and the data that were collected for them.

Table 6.1 Core Drugs in the 2013 NSDUH with a Parent/Child Relationship
"Other"
Parent Data Child Data Lifetime Use
Parent Drug Child Drugs Collected Collected Indicator!
Smokeless Snuff, Chewing None; measures for | Initiation®, recency,
Tobacco Tobacco initiation, recency, 30-day frequency,
and tobacco brands tobacco brands
No
were created from
data for the child
drugs®
Cocaine Crack Initiation, recency, Initiation, recency,
12-month frequency, | 12-month frequency, No
30-day frequency 30-day frequency
Hallucinogens LSD, PCP, Ecstasy | Initiation, recency, Initiation, recency
12-month frequency, Yes
30-day frequency
Pain Relievers OxyContin® Initiation, recency, Initiation, recency, Yes
12-month frequency | 12-month frequency
Stimulants Methamphetamine | Initiation, recency, Initiation, recency,
Yes
12-month frequency | 12-month frequency

' See Section 6.2.8.1.
2 A 30-day frequency for any smokeless tobacco use could not be determined if respondents were users of both

snuff and chewing tobacco in the past 30 days.
3 Initiation refers to the age at first use and, if applicable, the month and year of first use.

63 See Section 2.2.3 for a discussion of the gate question terminology.
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6.1.3 Special Situation for Methamphetamine, Stimulants, and Psychotherapeutics

Questions on methamphetamine use in NSDUH are first asked in the stimulants module
in the core section of the questionnaire in the context of questions about nonmedical use of
prescription stimulants.** One concern in measuring methamphetamine use in NSDUH is that
some methamphetamine users—particularly those who used it in the past 12 months—may fail
to report use if they do not recognize the drug when it is presented in the prescription drug
context.

To address this concern, questions were added to the special drugs module in the noncore
section of the NSDUH questionnaire beginning in 2005 to capture information from respondents
who may have used methamphetamine but did not recognize it as a prescription drug and
therefore did not report use in the core stimulants module. Findings from the methamphetamine
analysis report in the 2005 NSDUH Methodological Resource Book (MRB; Ruppenkamp,
Davis, Kroutil, & Aldworth, 2006) suggested that estimates of methamphetamine use based only
on core data could be lower than the true population prevalence. However, larger estimates of
methamphetamine use based on both core and noncore answers could be a partial artifact of
asking a second set of questions only from respondents who did not report use the first time.
Repeating questions for any drug only to those who did not report use the first time could
artificially increase the positive responses. Doing so only for methamphetamine could result in a
disproportionate reporting of that drug relative to the others in the survey. In addition, because
the respondents reporting methamphetamine use in the noncore questions essentially had
contradicted their prior responses, some may have made mistakes in answering the noncore
questions. For these reasons, additional follow-up items have been included since the 2006
NSDUH to identify respondents who failed to report methamphetamine use in response to the
earlier question in the core stimulants module because they may not have considered
methamphetamine to be a prescription drug. Respondents who did not previously report
methamphetamine use because they did not consider it to be a prescription drug have been
counted in core-plus-noncore (CPN) estimates of methamphetamine use.

For the purpose of examining trends in nonmedical methamphetamine use, a Bernoulli
stochastic imputation (BSI) procedure was used in conjunction with the predictive mean
neighborhood (PMN) method (see Chapter 3) to generate comparable estimates for 2002 through
2005 (Ruppenkamp et al., 2007). In addition to CPN variables for methamphetamine, CPN
variables were created in the 2013 NSDUH for nonmedical use of stimulants and nonmedical use
of any psychotherapeutic drug. Section 6.2.6 discusses editing procedures to create the CPN data
for methamphetamine and stimulants. Section 6.3.7 discusses procedures to create the final
imputed CPN variables for methamphetamine, stimulants, and any psychotherapeutic drug.

% Question STO1 in the core stimulants module asks, "Have you ever, even once, used Methamphetamine,
Desoxyn, or Methedrine that was not prescribed for you or that you took only for the experience or feeling it
caused? Methamphetamine also is known as crank, crystal, ice, or speed.” Desoxyn® is available by prescription in
the United States but is not commonly prescribed. Methedrine® is no longer available but could be relevant for
measuring nonmedical use at some point in a person's lifetime.
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6.2 Editing Procedures for the Core Drug Use Variables

This section discusses procedures for editing the core drug use variables for tobacco (i.e.,
cigarettes, snuff, chewing tobacco, cigars, and pipe tobacco), alcohol, marijuana, cocaine in any
form, crack cocaine, heroin, hallucinogens, inhalants, and nonmedical use of prescription-type
pain relievers, tranquilizers, stimulants, and sedatives. Edits of the core drug use variables
encompassed the following key activities:

» edits of the lifetime use variables (i.e., gate questions), where respondents indicated
whether they have ever used the drug of interest (Section 6.2.1);

» edits of the recency-of-use variables, where respondents who indicated lifetime use of
the drug indicated when they last used that drug (Section 6.2.2);

» edits involving users of only "child" drugs (Section 6.2.3);

* edits of the 12-month and 30-day frequency variables, where respondents who
indicated use of a drug in the 12 months or 30 days prior to the interview indicated
the number of days they used that drug in the period of interest (Section 6.2.4);

» edits for incidence (i.e., initiation) variables, where respondents who indicated
lifetime use of a drug indicated when they first used it (Section 6.2.5);

» edits for methamphetamine and stimulants to take into account data for
methamphetamine from the noncore special drugs module (Section 6.2.6);

» edits for lifetime daily cigarette use (Section 6.2.7);
» edits that were applied as part of the imputation processing (Section 6.2.8); and

* edits for drug use variables that do not undergo imputation (Section 6.2.9).

In connection with each of these edits, the discussion in the remainder of Section 6.2
focuses on relevant issues or inconsistencies in the data that needed to be addressed through
logical editing. As noted in Chapter 1, the skip logic in the computer-assisted interviewing (CAI)
instrument limited the chances for respondents to be routed to questions where they could give
answers that were inconsistent with their answers to previous questions. For example, if
respondents reported never using marijuana in question MJO1, the CAI program did not ask
additional questions that would presume use of marijuana at least once. However, the CAI
program did not completely eliminate all opportunities for respondents to provide inconsistent
answers. Nevertheless, most processing of the CAI data was relatively straightforward, and the
issues discussed in this section were not widespread relative to the total number of 67,838
respondents in 2013.

6.2.1 Edits of Lifetime Use Variables

As discussed in connection with the usable case criteria (Section 2.2.3), respondents were
asked first whether they had ever used a drug of interest. For hallucinogens, inhalants, pain
relievers, tranquilizers, stimulants, and sedatives (hereafter, "hallucinogens through sedatives"),
respondents were asked a series of questions to establish whether they had ever used one or more
specific types of drugs within that category (e.g., LSD, PCP, peyote). Only those respondents
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who indicated lifetime use of that drug (or lifetime use of one or more specific drugs within the
respective modules for hallucinogens through sedatives) were asked more detailed questions
about that drug (including situations in which respondents initially refused to answer a question
about their lifetime use of a drug but then changed their answer to "yes" on follow-up; see
Sections 2.2.3 and 2.4.2). Unlike the first six substance use modules® (i.e., for tobacco products
through heroin), however, there was no overall question about lifetime use or nonuse for the next
six substance use modules, (i.e., hallucinogens through sedatives). Rather, lifetime use of any
drug in the overall category for these latter six modules could be deduced from one or more
affirmative answers regarding lifetime use of any of the specific drugs in that category. Because
the modules for hallucinogens through sedatives included a question about use of "any other"
drug in that category, answers of "no" for lifetime use of all of the specific drugs in that category
(i.e., including lifetime use of "any other") logically indicated that the respondent had never used
any drugs in that category.

Processing of the gate variables established whether (1) respondents had used a drug of
interest at least once, (2) they had never used the drug, or (3) lifetime use or nonuse of the drug
could not be determined. In addition to answering these gate questions as "yes" or "no,"
respondents could answer them as "don't know" or "refused." As noted in Section 2.4.2, final
responses of "don't know" and "refused" were treated by the CAI skip logic as equivalent to
situations where respondents never used the drug of interest. For the hallucinogens through
sedatives, the CAI skip logic treated combinations of responses of "no," "don't know," and
"refused" to the questions about individual drugs in the absence of any affirmative response to
these questions in the same manner as if the respondent had answered all of these questions
negatively. In these situations where a gate question was answered as "don't know" or "refused,"
the respondent's lifetime use or nonuse status was treated as unknown because these responses
did not provide conclusive information one way or the other.%® Cases with unknown lifetime
use/nonuse status were subsequently imputed to be lifetime users or nonusers, as described in
Section 6.3.

This step of the editing procedures also involved assignment of "bad data" codes to
lifetime drug use variables (i.e., equivalent to missing data) if potential patterned responses
previously had been identified (Sections 2.3.2 and 2.4.3). For the core interview sections
pertaining to snuff through heroin,%” these edits involved assignment of codes for bad data for the
lifetime drug question and the follow-up probe, if respondents previously had refused the lead
question (e.g., questions ALO1 and ALREEF for alcohol). For hallucinogens through sedatives,
these edits involved assignment of codes for bad data to all lifetime variables in that section (e.g.,

%5 The CAI specifications show a single module for all tobacco products. Within this module, there are
separate gate questions for cigarettes, snuff, chewing tobacco, cigars, and pipe tobacco. For pipe tobacco, there is
only one question following the gate question for this tobacco product (i.e., any use in the past 30 days). In addition,
the CAI specifications show a separate module for crack cocaine. As discussed in Section 6.2.1.1, routing of
respondents to the crack cocaine module was dependent on whether they reported lifetime use of any form of
cocaine.

% For multiple gate drugs, this included situations where respondents answered one or more of the gate
questions as "don't know" or "refused" but did not answer any of the other gate questions affirmatively.

7 Because of the requirement of the usable case criteria that respondents had to have defined data for
lifetime use or nonuse of cigarettes (Section 2.2.3), assignment of the missing value of bad data for lifetime use of
cigarettes would result in a case being reclassified as not usable.
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data in questions LSO1A through LSO1H for hallucinogens and any associated "OTHER,
Specify" data for hallucinogens).

6.2.1.1 Creation of Lifetime Use Variables for Tobacco Products through Heroin

Creation of edited variables for lifetime use or nonuse of tobacco products through heroin
typically was straightforward because there were overall questions about lifetime use or nonuse.
In most instances, therefore, codes corresponding to respondents' original answers simply were
assigned to the relevant variable (e.g., 1 = Yes; 2 = No). When respondents were routed to a
follow-up question because they initially refused to answer the first question about lifetime use
or nonuse (Section 2.4.2), their response to this follow-up question was taken as the final
response for the lifetime use variable.

The exception to these procedures involved lifetime use or nonuse of crack cocaine.
Specifically, the logic to question CCO1, regarding lifetime use of any form of cocaine, governed
whether respondents were asked questions about crack cocaine. Therefore, the lifetime crack use
variable CRKEVER (corresponding to question CK01) was assigned a code of 91 (i.e., never
used cocaine) when COCEVER (corresponding to CCO1) was answered as "no." If respondents
reported lifetime use of cocaine but answered question CKO01 as "no," then CRKEVER was
assigned a code of 2.

6.2.1.2 Creation of Lifetime Use Variables for Hallucinogens through Sedatives

For the variables in the hallucinogens through sedatives sections that indicated lifetime
use or nonuse of specific drugs, if respondents answered all gate questions in the series as "no,"
the edit procedures assigned a code of 91 to the entire series of variables (e.g., LSD through any
other hallucinogen).®® This was done to indicate that the respondents had never used any of the
drugs in that category. In contrast, a code of 2 (i.e., "no") in edited variables for lifetime use of
specific drugs within a broader category had the following meaning:

* the respondent was a user of at least one drug in the category but had never used the
specific drug of interest (e.g., if a respondent was a lifetime user of LSD but not
PCP); or

* the respondent reported never using the particular drug of interest but answered other
questions in the series as "don't know" or "refused" (e.g., if a respondent did not know
whether he or she had ever used LSD but definitely knew that he or she had never
used PCP).

Variables also were created to indicate whether respondents had ever used one or more
drugs within the overall drug category (e.g., any inhalant). Summary variables for these drugs
could take on the following values:

% In the hallucinogens module, this included situations in which respondents initially refused to report
whether they had ever used LSD, PCP, or Ecstasy but then changed their answer(s) to "no" on follow-up. Similarly,
in the stimulants module, this included situations in which respondents initially refused to report whether they had
ever used methamphetamine but changed their answers to "no" on follow-up.
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1 ("Yes"). The summary variable for a given category was coded as 1 (i.e., "yes") if
respondents answered "yes" for lifetime use of at least one specific drug in the overall
category. The summary variable also was coded as 1 if respondents initially refused
to answer all lifetime questions within one of these sections and then reported on
follow-up that they had used some drug in that category at least once. For example, if
at least one affirmative answer appeared in questions about lifetime use of inhalants
(including the follow-up question INREF) was answered as "yes," INHEVER was
coded as 1.

91 ("Never Used"). This code of 91 could be assigned to the overall summary
variable for one of two reasons: (1) if respondents answered all questions about
lifetime use of individual drugs within the category as "no" or (2) if respondents were
routed to a follow-up question because they refused to answer al/ questions about
lifetime use of individual drugs within a category and then they reported that they
never used that type of drug. As noted previously, this code of 91 also was assigned
to all of the individual lifetime use variables within that section. For example, if
respondents initially refused to answer all questions about lifetime use of specific
inhalants, they were asked whether they had ever used any type of inhalant. If
respondents answered this follow-up question as "no," the summary variable
INHEVER was assigned a code of 91, and all individual lifetime inhalant variables
were assigned a code of 91 as well.

97 ("Refused"). The summary variable was assigned a code of 97 if respondents
initially refused to answer all questions about lifetime use for the specific drugs
within one of the sections for inhalants through sedatives and then continued on
follow-up to refuse to indicate whether they had ever used a drug within that overall
drug category, In this case, the edited lifetime use variables for the individual drugs
within that module also retained a code of 97. For example, INHEVER was assigned
a code of 97 if a respondent refused to answer questions INO1A through INOIL for
inhalants and also refused to answer the follow-up question INREF.

98 ("Blank"). The summary variable was assigned a code of 98 if respondents had
one or more answers of "don't know" or "refused" to questions about lifetime use of
specific drugs within the category (i.e., other than the previous situation in which
respondents refused all questions) and they had no reports of lifetime use of any of
these drugs. In this situation, the code of 98 indicated that lifetime use or nonuse for
the overall category was unknown, even if one or more questions about lifetime use
of specific drugs was answered as "no." For example, INHEVER was assigned a code
of 98 if some questions in INOTA through INOIL were answered as "no" but other
questions were answered as "don't know" or "refused."

6.2.1.3 Editing of "OTHER, Specify'" Drug Variables for Nonusers

If respondents had never used any of the drugs in a series of multiple gate questions, they
would not have been routed to questions where they could specify the use of some other drug in
that overall category. In this situation, blank values in the unedited "OTHER, Specify" drug
variables were replaced with a code of 9991 to indicate that the questions were skipped because
the respondents had never used that class of drugs.
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Similarly, if respondents reported in the preceding multiple gate questions that they used
at least one drug in the category but they never used some other drug besides the ones they were
asked about, they were legitimately skipped out of the questions that asked them to specify what
"other" drug they had used. In this situation, blank values in the unedited "OTHER, Specity"
drug variables were replaced with a code of 9999 (LEGITIMATE SKIP).

Functionally, the codes of 9991 and 9999 both indicate that respondents legitimately
skipped out of the "OTHER, Specify" questions in that drug's section. However, the 9991 code
provides for analysts the extra level of detail that the respondents were legitimately skipped out
of these questions because they had never used anything within that category of drugs.

6.2.1.4  Use of "OTHER, Specify'" Drug Data to Edit Lifetime Use Variables for
Hallucinogens through Sedatives

Table B.3 in Appendix B describes edits that were relevant to the multiple gate variables
for hallucinogens through sedatives based on "OTHER, Specify" data within the same module
(Sections 2.4.1 and 2.4.5). For example, if a respondent did not report lifetime use of a specific
drug in a module (e.g., PCP) but specified using it as another drug in the category (e.g.,
"marijuana laced with PCP" as another hallucinogen), the respondent was logically inferred to be
a lifetime user of that drug. The following code was assigned to the edited lifetime use variable
for that drug: 3 = Yes LOGICALLY ASSIGNED.

This edit was especially relevant to LSD, PCP, Ecstasy, OxyContin®, and
methamphetamine, where lifetime use or nonuse was imputed if respondents had missing data
for the lifetime use questions. Consequently, no imputation would be needed for these drugs if a
respondent reported not knowing whether he or she had used these drugs or refused to report use
of these drugs when asked directly but the "OTHER, Specify" data in that module indicated use.

6.2.1.5  Editing Issues for Lifetime Psychotherapeutic Variables

In the sections for the psychotherapeutic drugs (i.e., pain relievers, tranquilizers,
stimulants, and sedatives), respondents were asked if they had ever used any of the medications
below the red line on that drug's pill card.®® If respondents answered "yes," they were asked to
indicate which of the drugs they had used. If the respondents answered "no," they were skipped
out of these follow-up questions. Therefore, consistent with the procedures described at the
beginning of Section 6.2.1.2, if respondents had never used any prescription-type
psychotherapeutic medications in that category (i.e., in addition to never having used any of the
medications below the red line on that drug's pill card), the edits assigned a code of 91 (i.e.,
"never used") to all of the specific drugs that were skipped (e.g., codeine through Ultram® in the
PROA4A series). In contrast, if respondents reported never using any of the medications below the
red line on the pill card but they reported use of at least one other drug (or they answered at least

% As an aid in answering the questions for psychotherapeutic drugs, respondents could look at printed "pill
cards" that showed pictures of prescription drugs that were included in a given module. Pill cards included a thick
red line that separated groups of drugs above and below the line. For example, question PR04 asked, "Please look at
the pain relievers shown below the red line on Card A. Have you ever, even once, used any of these pain relievers
when they were not prescribed for you or that you took only for the experience or feeling they caused?"
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one other gate question as "don't know" or "refused"), the skipped drug questions were assigned
a code of 99 (LEGITIMATE SKIP).

Tables B.3 and B.4 in Appendix B describe edits that were relevant to the gate variables
for the psychotherapeutic drugs. As noted in Section 6.2.1.4, a code of 3 (Yes LOGICALLY
ASSIGNED) could be assigned to gate variables if respondents did not report nonmedical use of
specific psychotherapeutic drugs but they specified nonmedical use. If respondents answered the
lead question about nonmedical use of drugs "below the red line" (e.g., question PR04 for pain
relievers) as "no" but they specified nonmedical use of any of these drugs, it was inferred that
this question should have been answered as "yes." Therefore, the edited variable (e.g.,
ANLCARD, corresponding to question PR04) was assigned a code of 3, in addition to specific
drugs (e.g., morphine) being assigned this code.

The following additional codes could be assigned to the lifetime nonmedical use
variables for psychotherapeutics:

* 4=No LOGICALLY ASSIGNED,
* 81 =NEVER USED [DRUG] Logically assigned.

Assignment of both of these codes applied to situations where respondents specified use of over-
the-counter (OTC) medications despite being instructed not to report about use of OTCs.

A code of 4 was assigned to the lead question for nonmedical use of any other drug in
that category (e.g., ANLNOLST, corresponding to question PROS for pain relievers) when
respondents answered "yes" to at least one other gate question in that section for nonmedical use
of psychotherapeutics or if respondents had answers of "don't know" or "refused" in other gate
questions. Codes in the "OTHER, Specify" variables were overwritten with a code of 9989
(LEGITIMATE SKIP Logically assigned; see Section 2.4.2) to indicate that respondents
logically should have skipped these questions. Assignment of a code of 4 to the lead question for
nonmedical use of any other drug in that category did not affect the editing of other gate
questions in that section.

A code of 81 was assigned when the respondent answered "no" to all of the questions
about lifetime use of specific medications in that category except for use of any other medication
in that category (e.g., any other pain reliever besides the ones shown on Pill Card A); and the
only thing the respondent specified was an OTC medication, subject to the qualifications
discussed in the remainder of this section.’”® If respondents who used only OTC drugs correctly
followed instructions and answered all gate questions for a given psychotherapeutic category as
"no," they would be skipped out of the remaining questions for that category of

70 In the pain relievers and stimulants sections, this edit also involved assigning a code of 81 to the lifetime
OxyContin® variable OXYCONTN and the methamphetamine variable METHDES, respectively, even though
lifetime nonuse was not really logically inferred. In the pain relievers module, respondents already would have
answered the lead question PR04 as "no," indicating that they had never used any prescription pain relievers below
the red line on Pill Card A, including OxyContin®. Similarly, respondents would already have answered the lifetime
methamphetamine question STO1 as "no," indicating that they never used methamphetamine, Desoxyn®, or
Methedrine®. However, the code of 81 was assigned to OXYCONTN or METHDES for consistency with the
assignment of the code of 81 to the other respective pain reliever or stimulant gate variables.
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psychotherapeutic drugs (e.g., first use, most recent use). Consequently, the exclusive OTC users
who incorrectly answered the question about nonmedical use of other drugs in the category as
"yes" would comprise some unknown (and possibly unrepresentative) subset of exclusive OTC
users.

Edits that assigned codes of 4 or 81 applied if the only responses in the "OTHER,
Specify" data for a type of psychotherapeutic medication were OTCs, with the remaining
"OTHER, Specify" variables having values of blank (Section 2.2.1) or bad data (i.e., where the
bad data code denoted a nonsensical answer that the respondent keyed). These edits were not
implemented if respondents had "OTHER, Specify" responses of "don't know" or "refused" in
addition to specification of OTCs; such responses were interpreted to mean that the respondent
was still a potential nonmedical user of some prescription-type medication, especially in
situations where respondents may not have known what they ingested.

If other qualifying prescription-type medications were specified in addition to OTCs, the
respondent's status as a nonmedical user was retained (e.g., if a respondent reported nonmedical
use of a prescription pain reliever in addition to use of aspirin in the pain relievers section of the
interview). Further, the OTC responses were retained in the respondent's "OTHER, Specify"
variables. If a respondent reported use of a drug that may be available over the counter in certain
strengths but is available in other strengths only by prescription, then the respondent's status as a
nonmedical user of that category of prescription-type psychotherapeutics did not change. For
example, specification of ibuprofen or Motrin® without a dosage could refer to use in
prescription form, and this was assumed to be the case in the editing. However, specification of
Advil® (i.e., an OTC dosage of ibuprofen) would be an unambiguous indication of use of an
OTC drug. Certain drugs were treated as OTCs if they at one time had been available only by
prescription but have become available over the counter without a prescription-strength
counterpart (e.g., Benadryl®).

6.2.2 Edits of Recency-of-Use Variables

Edits of the variables that establish when respondents last used a drug of interest are
probably the most critical.”! These recency-of-use variables are the precursors for the final
measures that establish the prevalence of use in the past 30 days, past 12 months, and lifetime.

The skip logic in the CAI instrument limited the kinds of information that were available
for use in editing the recency-of-use variables. In particular, respondents who answered a gate
question (or all multiple gate questions) as "no" (i.e., never used that drug) were not given the
opportunity to answer additional questions as though they were users of that drug. Similarly,
respondents who reported that they last used a drug "more than 12 months ago" were not given
the opportunity to answer further questions in that module about use in the past 12 months or
past 30 days, as though they were more recent users than what they had originally indicated
(Figure 6.1).

! For brevity, the term "use" in the remainder of Section 6.2 also refers to nonmedical use of prescription
psychotherapeutic drugs.
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6.2.2.1 Edits to Recency Variables for Nonusers

As noted in Sections 2.2.3 and 2.4.2 in Chapter 2, respondents were skipped out of all
remaining questions about use of a particular drug when they answered "no" to a given gate
question for cigarettes through heroin or when they answered "no" to all of the individual gate
questions for hallucinogens through sedatives.

A code of 91 (i.e., "never used") typically was assigned to the core recency variables
when it was determined unambiguously that respondents had never used the drug of interest. For
crack cocaine, this situation also held if the lifetime variable CRKEVER was coded as 91
because the respondent reported never using cocaine in any form. Similarly, for hallucinogens
through sedatives, the recency variables were assigned a code of 91 if the all of the lifetime use
variables corresponding to the gate questions had been assigned a code of 91 because
respondents had never used any of the individual drugs (Section 6.2.1.2).

However, editing of the OxyContin® recency variable OXYCREC was handled
somewhat differently because the lifetime OxyContin® variable OXYCONTN came from an
"enter all that apply" item. In turn, respondents' reports of whether they had ever used
OxyContin® nonmedically governed whether they were asked the OxyContin® recency question.
Therefore, if respondents had never used any prescription pain reliever nonmedically (and
OXYCONTN =91), then OXYCREC was assigned a code of 91 because the data were
conclusive that the respondent had never misused any prescription pain relievers, including
OxyContin®. Similarly, OXYCREC was assigned a code of 91 if the edited variable ANLCARD
was answered as "no" (i.e., ANLCARD = 2). Because a picture of OxyContin® was shown below
the red line on Pill Card A, a response of "no" in ANLCARD was taken as an unambiguous
indication that the respondent had never used OxyContin® nonmedically.

In comparison, if the lifetime OxyContin® variable OXYCONTN had a code of 6
("Response not entered"; see Section 2.4.4), then that was not as strong of an indication that the
respondent had never used OxyContin® nonmedically, compared with questions in which
respondents explicitly were required to answer "yes" or "no" regarding whether they had ever
used the drug of interest. Therefore, when OXYCONTN = 6 because OxyContin® was not
chosen from the list of drugs in question PR04A, the recency variable OXYCREC was assigned
a code of 81 (NEVER USED OXYCONTIN Logically assigned), as opposed to a code of 91.
That is, it was logically inferred that respondents had never used OxyContin® when respondents
reported nonmedical use of some pain relievers from the PRO4A list but not OxyContin®. These
indications of 81 were treated the same as the code of 91 in other edits. However, use of the code
of 81 introduced the additional detail for analysts that a logical inference had been made about
respondents having never used OxyContin®. In contrast, if respondents had been asked, "Have
you ever, even once, used OxyContin..." and they answered "no," it would not be necessary to
make a logical inference because the respondents would have explicitly reported that they never
used it nonmedically.

In addition, a code of 81 was assigned to the relevant edited recency variables for pain
relievers (ANALREC), tranquilizers (TRANREC), stimulants (STIMREC), or sedatives
(SEDREQC) if respondents' only reported nonmedical use of prescription drugs in that module
involved use of OTCs (Section 6.2.1.5). A code of 81 also was assigned to the recency variables
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for OxyContin® (OXYCREC) and methamphetamine (METHREC) if respondents' only reported
nonmedical use of pain relievers or stimulants, respectively, involved OTCs. Although
respondents would not have been lifetime nonmedical users of OxyContin® or methamphetamine
in order to report lifetime nonmedical use of only OTCs, a code of 81 was assigned to these child
recency variables (i.e., rather than a code of 91) for consistency with the code that was assigned
to the corresponding parent recency variable.

6.2.2.2 Recency Periods in the Questionnaire

In the core modules for alcohol through sedatives, the following standard codes for
recency applied, based on the available responses to the question(s) about most recent use:

* 1 = Within the past 30 days,
* 2 = More than 30 days ago but within the past 12 months, or
* 3 =More than 12 months ago.

In the sections of the tobacco module for cigarettes, snuff, chewing tobacco, and cigars,
lifetime users first were asked whether they used the relevant tobacco product in the past 30 days
(e.g., question CGOS5 for cigarettes). If respondents reported that they did not use the particular
tobacco product in that period, they were asked to report most recent use prior to the past 30 days
(e.g., question CGO6 for cigarettes). Recency questions for these tobacco products included
categories for most recent use (1) more than 30 days ago but within the past 12 months, (2) more
than 12 months ago but within the past 3 years, and (3) use more than 3 years ago.”

For these tobacco products, single edited recency variables were created that combined
the data for the questions about use in the past 30 days and most recent use in later periods, if
applicable. Codes of 1 or 2 in the edited recency variables for these tobacco products had the
same meaning as for alcohol through sedatives. In addition, standard codes of 3 of 4 in these
edited tobacco recency variables had the following meanings based on respondents' answers to
the follow-up question (e.g., question CGO6 for cigarettes) if they did not report use in the past
30 days:

* 3 =More than 12 months ago but within the past 3 years, and
* 4 = More than 3 years ago.

The CAI instrument included follow-up probes for respondents who were lifetime users
of a given drug but did not know or refused to report when they last used it.”> Respondents who
initially did not know when they last used a drug were asked to give their "best guess" of when
they last used it. Respondents who initially refused to report when they last used a drug were
asked to reconsider answering the question. If respondents changed their initial answer of "don't
know" or "refused" to report a definite period when they last used the drug of interest, then that

2 A recency variable was not created for pipe tobacco because lifetime users of pipe tobacco were asked
only if they smoked tobacco in a pipe in the past 30 days.

73 For cigarettes, snuff, chewing tobacco, and cigars, these follow-up probes were asked if respondents
reported that they did not use a given tobacco product in the past 30 days but they answered "don't know" or
"refused" to the follow-up question about most recent use more than 30 days ago.
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information served as the starting point for subsequent editing of the drug's recency variable. The
standard recency codes described previously in this section were assigned according to the
specific period of most recent use that was reported in these follow-up probes. In the absence of
any inconsistencies between the recency-of-use answers in the follow-up probes and other data
within a given drug's module, these answers from the follow-up probes were accepted as final
and were incorporated within the edited recency variable.

6.2.2.3 Logically Assigned Recency Periods among Lifetime Users

The following code was assigned to an edited recency variable for alcohol through
sedatives if respondents reported lifetime use of a drug but continued on follow-up to answer
"don't know" or "refused" regarding when they last used it: 9 = Used at some point in the lifetime
LOGICALLY ASSIGNED.

These respondents were eligible to be statistically imputed to be users in any period,
including in the past 30 days, more than 30 days ago but within the past 12 months, or more than
12 months ago. Similarly, for respondents whose recency-of-use questions for LSD, PCP,
Ecstasy, OxyContin®, or methamphetamine had been skipped but they were logically inferred to
be lifetime users of these drugs based on their responses to "OTHER, Specify" items (Section
6.2.1.4), their edited recency variables at least initially were assigned a code of 9.

In the recency variables for cigarettes, snuff, chewing tobacco, and cigars, the following
code was assigned if respondents reported that they did not use the tobacco product in the past 30
days but they had missing data for the period more than 30 days ago when they last used it: 19 =
Used more than 30 days ago LOGICALLY ASSIGNED.

These respondents were eligible to be statistically imputed to have most recently used a
given tobacco product more than 30 days ago but within the past 12 months, more than 12
months ago but within the past 3 years, or more than 3 years ago.

The following additional codes could be assigned to the edited recency variables when
respondents reported lifetime or more recent use:

* 8 =Used at some point in the past 12 months LOGICALLY ASSIGNED,

* 11 =Used in the past 30 days LOGICALLY ASSIGNED,

* 12 =Used more than 30 days ago but within the past 12 months LOGICALLY
ASSIGNED,

e 14 = Used more than 12 months ago LOGICALLY ASSIGNED,”*

* 29 =Used more than 30 days ago but within the past 3 years LOGICALLY
ASSIGNED, and

* 39 =Used at some point within the past 3 years LOGICALLY ASSIGNED.

7 Codes of 14, 29, and 39 applied only to the recency variables for cigarettes, snuff, chewing tobacco, and
cigars.
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Sections 6.2.2.4, 6.2.2.5, and 6.2.2.6 discuss situations in which these codes were
assigned based on the editing procedures. In particular, codes of 11 or 12 could be assigned to a
parent recency variable (e.g., any hallucinogen) based on data from a child recency variable (e.g.,
LSD). Recency variables did not require further statistical imputation when codes of 11 or 12
were assigned.

Recency variables that were assigned codes of 8, 9, 14, 19, 29, or 39 underwent further
statistical imputation to assign a specific period of most recent use. These codes were used to
place constraints during the subsequent imputation process for assigning the period of most
recent use. For example, assigning a code of 8 to an edited recency variable constrained the
imputation for the final recency to be within the past 30 days or more than 30 days ago but
within the past 12 months.

6.2.2.4  Application of ""Flag and Impute' Procedures to Editing of Recency-of-
Use Variables

The procedures used to edit the CAI recency-of-use variables were referred to as the "flag
and impute" procedures (Section 2.4.6). Under these procedures, the limited situations where
potential inconsistencies existed between a respondent's answer to a drug's recency question and
other data in that module were identified and flagged.

Table 6.2 lists the usual types of inconsistencies that could occur between a drug's
recency variable and other variables in that drug's module, and how these inconsistencies were
handled through the flag and impute procedures. In the situations described in Table 6.2, these
inconsistencies were handled by statistically imputing final values for the affected recency
variable and the other variable(s) where the data were inconsistent with the respondent's original
answer to the recency question. Most of the codes that were described in Section 6.2.2.3 were
assigned to the edited recency variables as a result of these edits. For example, if a respondent
reported first use of a marijuana at his or her current age but also reported most recent use more
than 12 months ago, both answers logically cannot be true. In this situation, the edited recency
variable MJREC was assigned a code of 9 (Used at some point in the lifetime LOGICALLY
ASSIGNED) and the inconsistent initiation variables were assigned codes for bad data
(Sections 2.3 and 2.4.3).

Table 6.2 How the Flag and Impute Edit Procedures Handled Usual Inconsistencies Involving
the CAI Recency Variables

Type of Inconsistency Edits Implemented

Recency originally indicates use in the The edited recency variable was assigned a code of 8 (i.c., Used at

past 30 days, but use on 0 days in the some point in the past 12 months LOGICALLY ASSIGNED) to

past 30 days is confirmed (suggesting indicate that the respondent (R) was at least a user in the past 12

less recent use). months and potentially a user in the past 30 days (Section 6.2.2.3).
The 30-day frequency was set to missing (i.e., bad data).

Recency originally indicates use more The edited recency variable was assigned a code of 8. The 12-

than 30 days ago but within the past 12 month frequency data were set to missing.

months, but the 12-month frequency
indicates use on more than 335 days in
that period (suggesting past month use).
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Table 6.2

How the Flag and Impute Edit Procedures Handled Usual Inconsistencies Involving

the CAI Recency Variables (continued)

Type of Inconsistency

Edits Implemented

Recency does not indicate use in the past
30 days, but the R reports first using the
drug (or smoking cigarettes daily) in the
same month as the interview took place
(suggesting past month use).

If the recency originally indicated use more than 30 days ago but
within the past 12 months, it was assigned a code of 8. If the
recency originally indicated use more than 12 months ago (or was
missing), it was assigned a code of 9 (i.c., Used at some point in the
lifetime LOGICALLY ASSIGNED) to indicate that the R was at least
a lifetime user (and potentially a user in the past 12 months or past 30
days). The values in the month of first use (MFU) and year of first use
(YFU) that triggered the inconsistency with the recency-of-use answer
were overwritten with bad data codes. The MFU and YFU variables
also were set to bad data if the recency was missing and had been
assigned a code of 9 because the initiation data would have suggested
use in the past 30 days.

Recency does not indicate use in the past
30 days, but the R has other data
suggesting initiation of use in the past 30
days (e.g., if first use was indicated at the
R's current age and the R's last birthday
was fewer than 30 days ago, or based on a
comparison of the 12-month frequency
and the maximum number of days that the
R could have used the drug).

The edited recency variable was assigned a code of 11 (Used in the

past 30 days LOGICALLY ASSIGNED) to infer that the R was a past
month user. No further editing was done to the variables indicating use
in the past 30 days. This edit was an exception to the general "flag and
impute" procedures.

Recency does not indicate use in the past
12 months, but the age at first use (AFU;
or age at first daily use of cigarettes)
equals the R's current age (suggesting past
year use).

For alcohol through sedatives, the edited recency variable was
assigned a code of 9.

For tobacco products, if the lead 30-day question (c.g., CG05 for
cigarettes) indicated that the R did not use in the past 30 days, then
the recency was assigned a code of 19 (Used more than 30 days ago
LOGICALLY ASSIGNED) to indicate that the R was a user more than
30 days ago (but was potentially a user in the past 12 months).
Otherwise, the relevant tobacco recency variable was assigned a
code of 9.

The AFU that triggered the inconsistency with the recency-of-use
answer was set to bad data. If the MFU and YFU were answered (i.e.,
not blank), the values in these variables were overwritten with bad data
codes. (Month and year data were considered to be linked with the
AFU data. Therefore, if the AFU was questionable, then the month and
year were considered to be questionable as well.)

Recency does not indicate use in the past
12 months, but the R reported first using in
a month and year that falls within 12
months of the interview date (including
data for the month and year when the R
reported first smoking cigarettes daily).

For alcohol through sedatives, the edited recency variable was
assigned a code of 9.

For tobacco products, if the lead 30-day question (c.g., CG05 for
cigarettes) indicated that the R did not use in the past 30 days, then
the recency was assigned a code of 19 (Used more than 30 days ago
LOGICALLY ASSIGNED) to indicate that the R was a user more than
30 days ago (but was potentially a user in the past 12 months).
Otherwise, the relevant tobacco recency variable was assigned a
code of 9.

The values in the MFU and YFU that triggered the inconsistency with
the recency-of-use answer were overwritten with bad data codes.
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Table 6.2

How the Flag and Impute Edit Procedures Handled Usual Inconsistencies Involving

the CAI Recency Variables (continued)

Type of Inconsistency

Edits Implemented

For tobacco products, recency indicates
use more than 3 years ago, but AFU (or
first daily use of cigarettes) indicates that
the first use was within 2 years of the R's
current age (suggesting use within the past
3 years). (Note that edits checking for
indications of use at the R's current age
were given priority over the condition
described here because the former
response pattern suggests use in the past
year.)

The recency was assigned a code of 14 (Used more than 12 months
ago LOGICALLY ASSIGNED) to indicate that the R last used at
some point more than 12 months ago (but potentially in the past 3
years). The AFU that triggered the inconsistency with the recency-of-
use answer was set to bad data. If the MFU and YFU were answered
(i.e., not blank), the values in these variables were overwritten with
bad data codes.

For tobacco products, the R did not use in
the past 30 days but did not report a
specific period of most recent use more
than 30 days ago. However, the R
reported first use within 1 or 2 years of his
or her current age (i.e., but not at the R's
current age).

The recency was assigned a code of 29 (Used more than 30 days ago
but within the past 3 years LOGICALLY ASSIGNED) to indicate that
the R last used at some point more than 30 days ago but within the
past 3 years (but potentially within the past 12 months).

For tobacco products, the R did not
indicate whether he or she used in the past
30 days. However, the R reported first use
within 1 or 2 years of his or her current
age (i.e., but not at the R's current age).

The recency was assigned a code of 39 (Used at some point in the
past 3 years LOGICALLY ASSIGNED) to indicate that the R last
used at some point within the past 3 years (but potentially within the
past 30 days or past 12 months).

For chewing tobacco and snuff, the brand

of chewing tobacco that Rs reported using
most often in the past 30 days was really a
snuff brand, or vice versa.

Created a recoded any smokeless tobacco recency (SLTREC) that
incorporated data from the chewing tobacco and snuff recency
variables CHEWREC and SNFREC, respectively. Thus, for example,
Rs who reported using chewing tobacco in the past 30 days but
specified a snuff brand as the brand they used most often in that period
would still be considered a past month user of some type of smokeless
tobacco product.

CAI = computer-assisted interviewing.

Note: Indications of most recent use include answers from follow-up probes for the recency questions.

Prior to implementing these flag and impute rules, initial edits checked for situations
where a respondent's original answer to an AFU question might have been inconsistent with his
or her recency of use, but a revised AFU was not. For example, if a respondent reported first
using a drug at his or her current age, the respondent was asked to verify this AFU. If the

respondent reported that this AFU was not correct but then on follow-up did not know at what
age he or she first used, or refused to answer, the edits updated the AFU to reflect this "don't
know" or refusal response. The rationale for this edit was that the respondent indicated that the
initial answer was not correct. A final answer of "don't know" or "refused" to an AFU question
would not necessarily be inconsistent with a reported recency of use more than 12 months ago.
6.2.2.5  Most Recent Use of Smokeless Tobacco

Table 6.2 also lists edits that applied to a special situation for chewing tobacco and snuff.
When the CAI instrument was first fielded in 1999, considerable cross-reporting of chewing
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tobacco and snuff brands was observed among users in the past 30 days, suggesting that
respondents were not always clear about the differences between these two types of smokeless
tobacco. For example, respondents could report using chewing tobacco in the past 30 days but
specify a snuff brand as the brand of "chewing tobacco" they used most often in that period.
However, this cross-reporting was identifiable only for respondents who reported use in the past
30 days of either smokeless tobacco product but was assumed to be operating for respondents
who reported less recent use. For this reason, a recoded smokeless tobacco recency variable
SLTREC was created from the respective chewing tobacco and snuff recency variables
(CHEWREC and SNFREC, respectively). Thus, if a respondent reported use of chewing tobacco
in the past 30 days but specified use of a snuff brand in the past 30 days, the respondent was still
a smokeless tobacco user in that period.

In creating the recoded SLTREC, indications of more recent use of chewing tobacco or
snuff were given precedence over indications of less recent use. In situations where one recency
variable indicated use in a definite period (e.g., more than 30 days ago but within the past 12
months) and the second recency variable indicated use in an indefinite period (e.g., use at some
point in the lifetime, which could have included use in the past 30 days, past 12 months, or past 3
years), the final assignment to SLTREC indicated a less definite recency value. The rationale for
this procedure was that the respondent was potentially a user in a more recent period. For
example, if a respondent indicated use of chewing tobacco more than 30 days ago but within the
past 12 months and the flag and impute rules had assigned a code of 9 to the snuff recency to
indicate that the respondent last used snuff at some point in his or her lifetime, the recoded
SLTREC was assigned a code of 8 (Section 6.2.2.3) to indicate use at some point in the past 12
months. That is, the report of chewing tobacco use in the past 12 months (but not the past 30
days) could be used to narrow down the use of any smokeless tobacco to some point in the past
12 months, but the respondent could still have used in the past 30 days. Similarly, if one of the
recency variables had a missing value but the other did not, the SLTREC variable was assigned a
code to indicate that there was some uncertainty about when the respondent last used smokeless
tobacco. Suppose, for example, that a respondent reported last using chewing tobacco more than
12 months ago but within the past 3 years, but refused to report whether he or she had ever used
snuff. In this situation, the SLTREC variable was given a code to indicate that the respondent
used smokeless tobacco at some point in the lifetime because the respondent may have used
snuff within the past 12 months or past 30 days.

6.2.2.6  Edits to Parent and Child Recency Variables Other than Smokeless
Tobacco

Important exceptions to the general flag and impute principles involved situations where
inconsistencies existed between parent and child recency variables (any cocaine and crack
cocaine; any hallucinogen use and LSD, PCP, or Ecstasy use; any pain reliever use and
OxyContin®; any stimulant use and methamphetamine use). These are presented in Table 6.3,
along with a description of how the data were edited when specific types of inconsistencies
occurred between related recency variables. In these special situations, indications of use of the
child drug (e.g., crack cocaine) that were more recent than that indicated for the parent drug
category (e.g., cocaine in any form) were used to logically infer more recent use of the parent
drug category. For example, not all respondents might make the connection that crack cocaine
fits within the broader category of cocaine in general.
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Therefore, if a respondent reported last using any cocaine more than 30 days ago and also
reported last using crack cocaine in the past 30 days, the edit procedures assigned a code of 11 to
the edited cocaine recency variable COCREC (Section 6.2.2.3). This edit indicated logical
inference that the respondent had used cocaine in any form in the past 30 days. Overall, however,
imputation played a more prominent role than editing in resolving inconsistencies with respect to
the most recent use of a drug.

Table 6.3 How the Flag and Impute Edit Procedures Handled Inconsistencies between Parent
and Child Recency Variables

Child Recency Parent Recency

(i.e., crack, LSD, PCP, (i.e., any cocaine, any Edited Child Recency Edited Parent Recency

Ecstasy, OxyContin®, hallucinogen, any pain (i.e., crack, LSD, PCP, (i.e., any cocaine, any

methamphetamine) reliever, any stimulant) Ecstasy, OxyContin®, hallucinogen, any pain

Reported by Respondent | Reported by Respondent methamphetamine) reliever, any stimulant)

(1) Indicates use in past
month.

Indicates use that is less
recent than the past month.

Retains the recency
reported by the respondent

(R).

Logically infers the R to be
a past month user. Assigns
a code of 11 (Used in the
past 30 days LOGICALLY
ASSIGNED).

(2) Indicates use more
than 30 days ago but
within the past 12
months.

Coded as 8, indicating use
at some point in the past 12
months (Section 6.2.2.3).

Retains the recency
reported by the R.

Retains the code of 8 to
indicate that the R has used
at some point in the past

12 months.

Indicates use more than 12
months ago.

Retains the recency
reported by the R.

Logically infers the R to
have last used more than
30 days ago but within the
past 12 months. Assigns a
code of 12 (Used more
than 30 days ago but
within the past 12 months
LOGICALLY
ASSIGNED).

Coded as 9, indicating use
at some point in the
lifetime (Section 6.2.2.3).

Retains the recency
reported by the R.

Logically infers the R to be
at least a past year user.
Assigns a code of 8.

(3) Indicates use more
than 12 months ago.

Coded as 8, indicating use
at some point in the past 12
months.

Retains the recency
reported by the R.

Retains the code of 8 to
indicate that the R is at
least a past year user.

Coded as 9, indicating use
at some point in the
lifetime.

Retains the recency
reported by the R.

Retains the code of 9 to
indicate that the R is at
least a lifetime user.
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Table 6.3

and Child Recency Variables (continued)

How the Flag and Impute Edit Procedures Handled Inconsistencies between Parent

Child Recency

(i.e., crack, LSD, PCP,
Ecstasy, OxyContin®,
methamphetamine)
Reported by Respondent

Parent Recency
(i.e., any cocaine, any
hallucinogen, any pain
reliever, any stimulant)
Reported by Respondent

Edited Child Recency

(i.e., crack, LSD, PCP,

Ecstasy, OxyContin®,
methamphetamine)

Edited Parent Recency
(i.e., any cocaine, any
hallucinogen, any pain
reliever, any stimulant)

(4) Coded as 8, indicating
use at some point in

Table 6.1).

the past 12 months (see

Indicates use more than 30
days ago but within the
past 12 months.

Retains the code of 8 to
indicate use at some point
in the past 12 months.

Assigns a code of 8 to
indicate use at some point
in the past 12 months.

Coded as 8, indicating use
at some point in the past 12
months.

Retains the code of 8 to
indicate use at some point
in the past 12 months.

Retains the code of 8 to
indicate use at some point
in the past 12 months.

Coded as 9, indicating use
at some point in the
lifetime.

Retains the code of 8 to
indicate use at some point
in the past 12 months.

Assigns a code of 8 to
indicate use at some point
in the past 12 months.

(5) Coded as 9, indicating
use at some point in

the lifetime.

Indicates use more than 30
days ago but within the
past 12 months.

Retains the code of 9 to
indicate use at some point
in the lifetime.

Assigns a code of 8§ to
indicate use at some point
in the past 12 months.

Indicates use more than 12
months ago.

Retains the code of 9 to
indicate use at some point
in the lifetime.

Assigns a code of 9 to
indicate use at some point
in the lifetime.

Coded as 9, indicating use
at some point in the
lifetime.

Retains the code of 9 to
indicate use at some point
in the lifetime.

Retains the code of 9 to
indicate use at some point
in the lifetime.

Note:

nonrecency variable (e.g., between the recency and the age at first use). For
hallucinogens/LSD/PCP/Ecstasy, pain relievers/OxyContin®, and stimulants/methamphetamine, these edits
also take place after the R has revised one or more answers in response to a consistency check. Further, for
hallucinogens/LSD/PCP/Ecstasy, pain relievers/OxyContin®, and stimulants/methamphetamine, any
inconsistencies that remain between a given recency variable and other nonrecency variables following
inconsistency resolution are transferred back into the recency variables prior to implementation of these
edits. For example, if the original answer to the hallucinogen recency disagreed with the age at first use but
the revised recency in response to the consistency check did not, then the recency would be updated to
reflect the revised value. Prior to implementation of the edits shown in the table, however, if the revised
recency still disagreed with the age at first use, then the recency would be edited further to reflect the fact
that the previous inconsistency still remained.

These edits take place after inconsistencies have been identified between a recency variable and

In addition, special patterns could remain in the data for cocaine, hallucinogens, or
stimulants after most inconsistencies had been addressed and some related data elements were
missing. Specifically, respondents could indicate that they first used any cocaine, any
hallucinogen, or any stimulant within 12 months of the interview date (e.g., first use at their
current age) and indicate that they last used that drug more than 30 days ago but within the past
12 months (e.g., HALLREC = 2 for any hallucinogen use). Logically, then, if respondents who
had used a child drug within a given category (e.g., LSD, PCP, or Ecstasy) had missing data on
first use for one or more of their child drugs, it followed not only that they had to have first used
a child drug at some point in the past 12 months, but they also had to have /ast used the child
drug at some point within the past 12 months. In this situation, both the parent recency (e.g.,
HALLREC) and child recency variable(s) (e.g., LSDREC, PCPREC, or ECSREC) were set to
values of 8 (Used at some point in the past 12 months LOGICALLY ASSIGNED) so that they
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would be imputed consistently. If the parent recency indicated past month use (e.g., HALLREC
= 1) when initiation of the parent occurred in the past 12 months but a child recency (e.g.,
LSDREC) did not indicate use in the past 12 months, only the child recency was set to a value
of 8.

Similarly, respondents could indicate that they first used any cocaine, any hallucinogen,
any pain reliever, or any stimulant in the same month that they were interviewed and indicate
that they last used the drug in the past 30 days but have missing data on first use for the child
drug(s) within a category. In this situation, respondents who had used a child drug within that
category (e.g., LSD) also were inferred to have last used that drug in the past 30 days. The edits
assigned a code of 11 (Used in the past 30 days LOGICALLY ASSIGNED) to the child recency
variables (e.g., LSDREC = 11).

6.2.3 Edits Involving Users of Only Child Drugs

In addition to the situations described in Table 6.2, special edits were applied in situations
in which respondents were users of only the child drug (for pain relievers and stimulants) or of
only one child drug (for hallucinogens). The following specific patterns indicated that
respondents were users of only the child drug:”>

» for hallucinogens, a gate question for only one of the child drugs (i.e., LSD, PCP, or
Ecstasy) was answered as "yes" and all other gate questions for hallucinogens were
answered as "no";

e for pain relievers, only the response in question PRO4A for OxyContin® was chosen
and all other gate questions for pain relievers were answered as "no";

» for stimulants, only the gate question for methamphetamine was answered as "yes"
and all other gate questions for stimulants were answered as "no"; or

» for hallucinogens, pain relievers, or stimulants, only the gate question for use of any
other drug in the category was answered as "yes" (i.e., including the gate questions
for the child drugs) but the only report in the "OTHER, Specify" data for that module
was for use of a child drug.”®

Respondents were not considered to be users of only the child drug if they reported
lifetime use of only the child drug but they had responses of "don't know" or "refused" for any of
the other gate questions. For example, if a respondent answered the question about lifetime use
of LSD as "yes" and had some responses of "don't know" or "refused" for other hallucinogen
gate questions and no reports of lifetime use of hallucinogens from the other gate questions, the

75 For brevity, "use of only the child drug" in the remainder of this section also refers to use of only one
child drug for hallucinogens.

76 Respondents were considered to be users of only the child drug if they had codes only for "blank" or "bad
data" in their "OTHER, Specify" data (see Sections 2.2.1 and 2.3) in addition to the report for a child drug.
However, respondents were considered not to be users of only the child drug if they had codes for "don't know" or
"refused" in their "OTHER, Specify" data in addition to the report for the child drug; responses of "don't know" or
"refused" were considered to be potential indications of use of another drug besides the child drug. This procedure is
consistent with the editing procedures described in Section 6.2.1.5 for identifying respondents who reported use of
only OTCs in a prescription drug section.
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respondent could have been a lifetime user of any of the specific hallucinogens for which he or
she had missing data.

For hallucinogens, users of only one child hallucinogen who answered the gate question
for one of the child drugs as "yes" and answered all remaining gate questions as "no" were asked
questions about initiation and recency for the overall parent category. The corresponding
questions were skipped for the child drug. This also was the pattern in the data if respondents
reported lifetime use only of "other" hallucinogens and specified lifetime use of only a single
child drug.

For pain relievers and stimulants, users of only OxyContin® or methamphetamine,
respectively, who reported nonmedical use in the relevant gate question (e.g., question STO1 for
methamphetamine) were asked questions about initiation, recency, and frequency of use in the
past 12 months for the child drug. The corresponding questions were skipped for the parent drug.
In contrast, for respondents who were identified as nonmedical users of only OxyContin® or
methamphetamine based on their "OTHER, Specify" data (i.e., they reported use only of "other"
pain relievers or stimulants, respectively but specified only the child drug), the questions were
asked for initiation, recency, and 12-month frequency of use of the parent drug, and the child
drug questions were skipped.

6.2.3.1  Edits to Child Hallucinogen Variables for Users of Only One Child Drug

If respondents reported use of only one child hallucinogen, the values from the parent
initiation and recency variables were assigned to the corresponding variables that had been
skipped for the child drug. For example, if a respondent reported lifetime use of only LSD, the
value from the edited AFU variable for hallucinogens (HALLAGE) and the value from the
edited hallucinogen recency variable (HALLREC) were assigned to the corresponding variables
for LSD (LSDAGE and LSDREC, respectively). Similarly, any values for the MFU and YFU for
recent initiates of any hallucinogen (HALYFU and HALMFU, respectively) were assigned to the
corresponding year and month variables for LSD. These values also were retained in the edited
variables for use of any hallucinogen. Section 6.2.5 provides further details about the content of
the questions in the core drug modules for initiation of use.

6.2.3.2  Edits to Pain Reliever and Stimulant Variables for Users of Only the
Child Drug

If respondents reported use of only the child drug and this report was not logically
inferred from the "OTHER, Specify" data, the values from the child initiation, recency, and
12-month frequency variables were assigned to the corresponding variables that had been
skipped for the parent drug. These values also were retained in the edited variables for
nonmedical use of OxyContin® or methamphetamine. For example, if all gate questions for pain
relievers except PR04 had been answered as "no" and OxyContin® was the only pain reliever
that had been chosen from the list in PR0O4A, the values from the edited variables for
OxyContin® (e.g., OXYCREC for most recent use) were assigned to the corresponding variables
for pain relievers (e.g., ANALREC). Section 6.2.4 provides further details about the content of
the questions in the core drug modules that established the frequency of use in the past 12
months. As noted previously, Section 6.2.5 provides further details about the content of the
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questions in the core drug modules for initiation of use, including initiation of nonmedical use of
pain relievers or stimulants.

If respondents reported use of only the child drug but this report was logically inferred
from the "OTHER, Specify" data, the values from the parent initiation, recency, and 12-month
frequency variables were assigned to the corresponding variables that had been skipped for the
child drug. For example, if all gate questions for pain relievers except PR05 (nonmedical use of
any other pain reliever) had been answered as "no" and OxyContin® was the only pain reliever
that had been specified, the values from the edited variables for pain relievers (e.g., ANALREC
for most recent use) were assigned to the corresponding variables for OxyContin® (e.g.,
OXYCRECQ).

6.2.4 Edits of Frequency-of-Use Variables

The CAI instrument included questions about the number of days that respondents used
different drugs in the past 30 days or past 12 months (or the average number of days per week or
days per month that they used in the past 12 months). These are referred to in this section as
30-day and 12-month frequency variables, respectively. Data from these frequency questions can
be used to distinguish between occasional and more frequent users of a drug. For example,
frequent users of alcohol and illicit drugs may represent a group who are potentially in need of
substance abuse treatment or other services for their substance use. Similarly, regular users of
tobacco products, such as people who smoked cigarettes every day in the past 30 days, probably
represent a group that would have greater difficulty stopping their use of tobacco. In addition, the
alcohol section included a question about the number of days that respondents consumed five or
more drinks per occasion in the past 30 days, a question which is used to construct measures of
binge and heavy alcohol use in that period.”’

6.2.4.1  Preferred Ways of Reporting 12-Month Frequency

For the 12-month frequency determinations, respondents first were asked how they
preferred to report their frequency of use in the past 12 months. Respondents could indicate a
preference to report their frequency of use in one of three ways: (1) use on an average number of
days per week in the past 12 months, (2) use on an average number of days per month in the past
12 months, and (3) the total number of days they used in the past 12 months. In particular,
respondents who used a drug regularly in the past 12 months might find it easier to report their
frequency of use in one of the first two ways as opposed to figuring the total number of days they
used in that entire period. Conversely, respondents who used on only a few days in the past 12
months might prefer the third reporting method.

Individual variables (subsequently referred to as "source variables") were created for the
preferred way of reporting the 12-month frequency and for the associated follow-up questions
(i.e., average number of days per week, average number of days per month, or total number of
days in the past 12 months). An overall measure of the number of days that respondents used a
substance in the past 12 months was created from these individual source variables.

7 Binge alcohol use refers to the consumption of five or more drinks on a single occasion on at least 1 day
in the past 30 days. Heavy alcohol use refers to the consumption of five or more drinks on a single occasion on 5 or
more days in that period.
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For respondents who chose to report a total number of days that they used a substance,
the 12-month frequency was the actual number of days that the respondent reported using the
drug in the past 12 months (assuming no inconsistency with the 30-day frequency; these
inconsistencies are discussed in Section 6.2.4.4). For respondents who chose to report an average
use in days per week or days per month, the overall number of days that they used in the past 12
months was a calculated value. Specifically, answers in terms of the average number of days
used per week in the past 12 months were multiplied by 52, and answers in terms of the average
number of days used per month in the past 12 months were multiplied by 12 in order to yield a
calculated 12-month frequency. Because these latter two response options were averaged
responses over the past 12 months, no further adjustments were made to the calculated 12-month
frequency value when respondents used the drug more than 30 days ago but within the past 12
months, and they did not initiate use at some point in the past 12 months.

6.2.4.2 Editing of 12-Month and 30-Day Frequency Variables for Nonusers or
Less Recent Users

If the lifetime gate question(s) and edited recency-of-use variable indicated that the
respondent had never used the drug of interest,”® then edits at this step assigned a code of 91 to
the 30-day frequency variable (where applicable)’® and a code of 991 to the final 12-month
frequency variable (where applicable). For questions on drugs where respondents were asked to
report their frequency of use in the past 12 months, a code of 91 (or 991) was assigned to the
source variables pertaining to the preferred method of reporting the 12-month frequency (i.e.,
average number of days per week, average number of days per month, or total number of days
used in the past 12 months), the average number of days per week, the average number of days
per month, and total number of days used in the past 12 months.?

Similarly, if the edited recency of use indicated that the respondent had used the drug but
not in the period of interest, edits at this step assigned a code of 93 to the 30-day frequency
variable and a code of 93 (or 993) to the 12-month frequency variable and related source
variables that were used to create the 12-month frequency.

6.2.4.3 Editing of 12-Month and 30-Day Frequency Variables When the Recency
Was Indefinite

If the respondent was potentially a user in the period of interest (i.e., there was some
question about when the respondent last used the drug) and the CAI program had skipped the
30-day or 12-month frequency questions, then the skipped variables retained a blank code. For
example, if respondents reported lifetime use of a substance but they did not indicate a specific
period for most recent use (Section 6.2.2.3), the frequency-of-use questions retained missing
values. If the recency was imputed to indicate use in the past 30 days or past 12 months, the

78 For hallucinogens, inhalants, and the psychotherapeutics, this meant that the respondent had never used
any of the drugs in that category.

7 For alcohol, this edit also applied to other 30-day variables, including the variable on the number of days
in the past 30 days that respondents had five or more drinks in a single occasion.

80 If a respondent was logically inferred not to have used a drug and the recency variable had been assigned
a code of 81, the corresponding edited 30-day or 12-month frequency variables were assigned codes of 81 or 981,
where applicable.
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imputation procedures also replaced the missing data in these frequency-of-use variables with
nonmissing values (Section 6.3).

Also, if a respondent reported last using marijuana more than 12 months ago, the CAI
program skipped the questions pertaining to frequency of marijuana use in the past 12 months
and past 30 days. However, reporting first use of marijuana at the respondent's current age would
be inconsistent with the reported recency. As discussed in Section 6.2.2.4 and Table 6.2, the flag
and impute edit rules assigned a value to the recency variable to indicate that this respondent was
a user at some point in his or her lifetime, which could include use in the past 30 days or past 12
months. In this situation, the 12-month and 30-day marijuana frequency variables that had been
skipped retained a blank value in case subsequent imputation might assign the respondent to a
more recent category.

In addition, as discussed in Section 2.4.3, if respondents refused the lifetime gate
question(s) and were skipped out of the 12-month and 30-day frequency questions (where
applicable),’! the edits at this step assigned refusal codes to the skipped frequency questions (i.e.,
the refusal was propagated). However, if respondents were skipped out of the 12-month and 30-
day frequency questions because they answered the lifetime gate question(s) as "don't know," the
edits retained codes of "blank" in the frequency variables, for the reasons given in Section 2.4.3.

6.2.4.4 Editing of the Frequency-of-Use Variables Based on Consistency Checks

Modules that contained both 12-month and 30-day frequency variables included
consistency checks between these variables. A consistency check was triggered in situations
where the number of days that respondents reported using the drug in the past 30 days exceeded
the number of days that the respondent used in the past 12 months.

If respondents did not know how many days they used a drug in the past 30 days or
refused to give an answer, they have been asked to give their best estimate of the number of days
that they used. Respondents could estimate their 30-day frequency by choosing the category
most likely to contain the number of days they used the drug: 1 or 2 days, 3 to 5 days, 6 to 9
days, 10 to 19 days, 20 to 29 days, or all 30 days. A consistency check also was triggered if the
number of days that respondents reported using a drug in the past 12 months was lower than the
minimum value for the number of days that respondents estimated using that drug in the past 30
days. For example, it would be inconsistent for a respondent to report using marijuana on 6 to 9
days in the past 30 days and also to report using it on fewer than 6 days in the past 12 months.

If the respondent revised either the 12-month or 30-day frequency data (or both) to make
them consistent (i.e., such that the 12-month frequency was greater than or equal to the 30-day
frequency following any updates done by the respondent), data from the consistency checks were
taken as final. This included situations in which respondents resolved inconsistencies between
their 12-month frequency and the minimum value for their estimated frequency of use in the past
30 days. If the 30-day frequency (or the minimum value for an estimated 30-day frequency) still
was greater than the computed 12-month frequency despite a consistency check having been
triggered, then the 12-month frequency was assigned a bad data code.

81 For the tobacco variables through heroin, such a situation would occur if respondents initially refused the
gate question and then refused again on follow-up.
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These edits based on data from consistency checks also applied to data that respondents
entered in the follow-up questions for the 12-month and 30-day frequencies for hallucinogens.
For example, when respondents were asked follow-up questions about their 30-day frequency of
use (Section 6.2.4.6), consistency checks existed between the 12-month hallucinogen frequency
and answers to the follow-up questions for the hallucinogen 30-day frequency. Thus, if
respondents were routed to the follow-up questions for the hallucinogen 30-day frequency and
the resulting 30-day frequency continued to be greater than the 12-month frequency after
respondents were prompted to resolve the inconsistency, the hallucinogen 12-month frequency
was assigned a bad data code.

In addition, a consistency check was triggered in the alcohol module if respondents
reported that they had five or more drinks in a single occasion on more days in the past 30 days
than they reported for the number of days in which they drank any alcohol in that period. If
respondents made their overall 30-day frequency of alcohol use and frequency of consumption of
five or more drinks consistent with one another, then these answers were taken as final.

6.2.4.5  Editing of the Frequency-of-Use Variables in Response to Data Patterns
Not Involving Recency, Parent/Child Data, or Binge Alcohol Use

Table B.5 in Appendix B lists detailed edits for the 12-month and 30-day frequency
variables. The edits that are described pertain to data patterns that do not involve inconsistencies
(1) between the frequency data and most recent use, (2) between frequency-of-use data for parent
and child drugs, or (3) involving the frequency of binge alcohol use in the past 30 days. The edits
in Table B.5 also pertain to any inconsistent reports that did not trigger a consistency check
during the interview or situations in which a consistency check was triggered but respondents did
not resolve the inconsistency.

For example, if the value for the 12-month frequency fell within the range of a
respondent's estimate for the 30-day frequency (e.g., if a respondent reported using on 8 days in
the past 12 months and on 6 to 9 days in the past 30 days), maximum and minimum values were
created for the estimated 30-day frequency. In this example where a respondent reported use on
8 days in the past 12 months but estimated using the drug on "6 to 9" days in the past 30 days,
use on 6 to 8 days (as opposed to 6 to 9 days) in the past 30 days would be consistent with the
respondent's answer to the 12-month frequency. Information on the maximum and minimum
possible number of days that a respondent could have used a drug in the past 30 days was used
subsequently during statistical imputation to assign a final value to the 30-day frequency.

6.2.4.6  Editing of the Frequency-of-Use Variables in Response to Parent/Child
Data Patterns for Cocaine, Pain Relievers, and Stimulants

Table B.6 in Appendix B lists detailed edits for the 12-month frequency variables for the
parent/child pairs of cocaine and crack, pain relievers and OxyContin®, and stimulants and
methamphetamine. This includes description of some special edits to the variable for the
preferred way of reporting the 12-month frequency when respondents were nonmedical users of
only OxyContin® or users of only methamphetamine (Section 6.2.3). Table B.6 also lists edits
for the 30-day frequency variables for cocaine and crack. Because the hallucinogens module did
not include questions on the frequency of use in the past 12 months or past 30 days for the child
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drugs LSD, PCP, and Ecstasy, inconsistencies in parent/child data for the frequency of use did
not occur for hallucinogens.

For example, respondents could report use of a child drug on a number of days in the past
12 months that was greater than the number of days they reported using the parent drug in the
past 12 months. In these situations, the higher value from the 12-month frequency for the child
drug was assigned to the 12-month frequency for the parent drug. The source variables for the
parent 12-month frequency also were edited to indicate the movement of data from the 12-month
frequency of the child drug to the 12-month frequency for the parent drug.

Also, since 2003, the hallucinogens and stimulants modules have included follow-up
questions for the 12-month frequency variables. Similar follow-up questions have been included
in the pain relievers module since 2005. In the hallucinogens module, for example, these
questions were asked if respondents originally reported that they last used any hallucinogen more
than 12 months ago but subsequently reported more recent use of any hallucinogen, LSD, PCP,
or Ecstasy. Respondents' original answer of use of the parent more than 12 months ago would
cause them to be skipped out of the 12-month frequency-of-use questions. Therefore, when
respondents gave some updated indication of use in the past 12 months, they were asked to fill in
previously missing information about their frequency of use in the past 12 months. Similar logic
was in place in the pain relievers and stimulants modules. For example, respondents were asked
follow-up questions for their frequency of use of any pain relievers in the past 12 months if they
originally reported that they last used any pain reliever more than 12 months ago but they
subsequently indicated that they last used OxyContin® in the past 12 months, and they continued
to be past year users when prompted to resolve the inconsistent data for their period of most
recent use of any pain relievers and OxyContin®.

In addition to the 12-month frequency follow-up questions, the hallucinogens module had
similar follow-up questions for the 30-day frequency of use. These questions were asked when
respondents originally indicated that they last used any hallucinogen more than 30 days ago but
subsequently reported that they last used any hallucinogen, LSD, PCP, or Ecstasy within the past
30 days. Thus, since 2003, data on the frequency of hallucinogen use in the past 30 days have
been intended to be supplied by respondents (instead of through statistical imputation) if they
subsequently indicated some hallucinogen use in the past 30 days but did not originally report
using hallucinogens in the past 30 days.

6.2.4.7  Editing of the Frequency-of-Use and Related Variables Involving Binge
Alcohol Use

Table B.7 in Appendix B includes edits related to the data for the frequency of binge
alcohol use in the past 30 days. For example, question AL0O7 in the alcohol module (edited
variable NODR30A) asked respondents to report the usual number of drinks that they consumed
in a given day in the past 30 days. Although this is not a frequency variable per se, information
from this variable was used to edit the 30-day frequency data for alcohol and the frequency data
for binge alcohol use. For example, if a respondent reported having five or more drinks per
occasion on exactly the same number of days that he or she reported drinking any alcohol in the
past 30 days, then it would logically follow that the respondent's usual number of drinks per day
had to have been five or more. If the respondent reported usually having fewer than five drinks
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on the days when he or she drank alcohol in the past 30 days, NODR30A was assigned a special
code of 975 (AT LEAST 5 Logically assigned) to indicate usual consumption of at least five
drinks.

Similarly, if a respondent drank on only 1 day in the past 30 days and reported having
fewer than five drinks on that 1 day in question AL0O7, but the respondent answered question
ALO8 as "don't know" or "refused," it would logically follow that the respondent could not have
had five drinks on any occasion in the past 30 days. When this occurred, the edited variable
DRS5DAY (corresponding to question ALO8) was assigned a special code of 80 (NO
OCCASIONS OF 5 OR MORE DRINKS IN THE PAST 30 DAYS Logically assigned) to
denote that the respondent logically could be inferred not to have had five or more drinks on an
occasion in the past 30 days. Consequently, the respondent could subsequently be defined as not
being a binge alcohol user in the past 30 days.

6.2.4.8 Frequency of Smokeless Tobacco Use

Although a recoded recency variable SLTREC was created for any smokeless tobacco
use, a variable was not created for the number of days that respondents used any smokeless
tobacco in the past 30 days. If respondents reported use of both chewing tobacco and snuff in the
past 30 days, it would have been possible for use of both smokeless tobacco types to have
overlapped to varying degrees in the past 30 days. However, this degree of overlap was
unknown. To create a recoded 30-day frequency of any smokeless tobacco use, assumptions
would have been required (e.g., picking the maximum of the two) that could not have been
confirmed from the data.

6.2.5 Incidence (Age at First Use, Month of First Use, and Year of First Use)

In all core modules except for pipe tobacco, respondents were asked how old they were
when they first used the drug of interest. If respondents reported first using the drug within 1
year of their current age, they were asked to report the specific month and year when they first
used, with the allowable years ranging from 2011 to 2013. If respondents reported first using the
drug at their current age and their birth month was earlier than the interview month (i.e., they
reached their current age in the same year that they were interviewed), the CAI program assumed
that the first use of the drug occurred in the current year (i.e., 2013). These respondents were
asked only for the month that they first used in the current year. The remaining respondents who
first used a drug within 1 year of their current age could be routed to one of two possible
questions on the specific year they first used. They then were routed to a question to report on
the specific month that they first used the drug in the year they had reported previously.

Because the routing logic to the different versions of the MFU and YFU questions was
mutually exclusive, a single, composite set of MFU and YFU variables was created from the
individual unedited variables. In addition, if respondents indicated a specific year that they first
used a drug, the final YFU variables for 2013 were recoded to replace unedited codes with
values for the specific years (i.e., 2011 through 2013). If respondents confirmed that they first
used a drug at their current age and were interviewed subsequent to their birthday in the current
year, a code of "2013" was assigned to the YFU; this was done even if respondents did not know
what month they first used in the current year, or if they refused to report what month they first
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used in the current year. If the MFU and YFU questions had been skipped because respondents
first used the drug more than 1 year younger than their current ages, legitimate skip codes were
assigned to the final MFU and YFU variables.

Since 2002, consistency checks have been included in the instrument if the values for the
MFU and YFU were inconsistent with the AFU. Specifically, for recent initiates of a given drug,
the CAI program calculated a second AFU use based on the MFU and YFU by comparing these
data with the respondent's date of birth. This comparison was not done if the respondent reported
first use of the drug in the same month that he or she was born; a unique AFU could not be
determined from the MFU and YFU in these situations because it was not known whether the
drug use occurred before or after the respondent's birthday. Similarly, a consistency check was
not triggered if the respondent had missing data in either of the month or year questions, such as
if the respondent knew the year when he or she first used a drug but did not know the MFU.

In remaining situations in which respondents provided complete data for the MFU and
YFU, a consistency check was triggered if the MFU and YFU suggested that respondents
initiated use of the drug at an earlier or a later age than what they had previously reported. For
example, a consistency check was triggered if a 16-year-old respondent reported first using a
drug at age 16 but then reported first using the drug in a month and year that would have meant
the respondent was 15 years old when he or she first used the drug. No editing needed to be done
if respondents indicated twice in a row that the AFU that was calculated from the MFU and YFU
was correct. The CAI program updated the value for the AFU (e.g., AGE1STCG for cigarettes)
to agree with the values for the MFU and YFU.

If respondents indicated at some point in the consistency check sequence that the value
they had reported for their AFU (e.g., question CG04 for cigarettes) was correct, they had an
opportunity to revise the values for their YFU and their MFU. If a consistency check was
triggered between the AFU and data in the MFU and YFU, the MFU and YFU were updated
with any year and month data that the respondent entered in the consistency checks (e.g.,
CGCC21 and CG221a for any cigarette use). These data were used in subsequent editing steps.
Otherwise, the MFU and YFU data were picked up from the original source variables (e.g.,
CGO4A through CGO04D for any cigarette use) for use in editing, such as for the "flag and
impute" edits that were described in Section 6.2.2.4 and Table 6.2.

Table B.8 in Appendix B lists edits pertaining to the incidence variables when
consistency checks had been triggered because of inconsistent data between the AFU and the
YFU and MFU. The default when a respondent did not resolve an inconsistency between the
AFU and the MFU and YFU was to favor the AFU in subsequent editing decisions. Table B.9
presents information on additional edits involving the incidence variables other than for
parent/child relationships, such as situations where the AFU was inconsistent with the
respondent's current age. Table B.10 presents information on edits involving parent/child
relationships in the incidence data. In addition to parent/child relationships that have been
described previously for the cocaine, pain relievers, and stimulants modules, parent/child
relationships for incidence included first use of any cigarette and initiation of daily cigarette use.

Also, recoded variables were created for respondents' ages when they first used any
smokeless tobacco product (i.e., chewing tobacco or snuff), and the month and year when they
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first used, if applicable. If respondents had a missing value for one of the types of smokeless
tobacco (i.e., "don't know," "refused," "bad data"), the missing value was retained in the recoded
smokeless tobacco variables for the AFU, YFU, or MFU. For example, if a respondent had used
both chewing tobacco and snuff and reported an age when he or she first used chewing tobacco
but refused to report the age when he or she first used snuff, the respondent may have used snuff
at a younger age than was reported for chewing tobacco. If the AFU did not have a missing
value, the recoded MFU and YFU for smokeless tobacco subsequently were edited to be
consistent with the AFU that was chosen. If respondents initiated use of both types of smokeless
tobacco at the same age and were asked the month and year that they first used (i.e., the first use
was within 1 year of their current age), the recoding procedures picked the earliest year. If they
reported first using both types of smokeless tobacco in the same year, the recoding procedures
picked the earliest month.

6.2.6 Editing of Noncore Methamphetamine Use Data

As noted in Section 6.1.3, questions have been included in the noncore special drugs
module since 2005 to capture information from respondents who may have used
methamphetamine but did not recognize it as a prescription drug and therefore did not report use
in the core stimulants module. Additional follow-up items have been included since 2006 to
identify those respondents who specifically did not report methamphetamine use in the core
stimulants module because they did not consider methamphetamine to be a prescription drug.
This section describes the editing procedures for the noncore methamphetamine data in the
special drugs module that were used to create the CPN variables for methamphetamine and
stimulants. Editing of methamphetamine variables from the special drugs module that was not
relevant to creating the CPN variables is discussed in Section 7.4.1 in Chapter 7.

Figure 6.2 shows routing logic for the methamphetamine and stimulant variables in the
special drugs module that were used to create the edited CPN variables for most recent use of
methamphetamine and stimulants. The figure also includes information about decision making
for creating the edited CPN recency variables.

Table 6.4 shows the mapping of questions in the noncore special drugs module to edited
variables that were used to create the edited CPN recency variables for methamphetamine and
stimulants. In particular, questions SD17A through SD18B module captured information about
methamphetamine use from respondents who did not report methamphetamine use in the core
stimulants module. Data from questions SD10A, SD10B, SD10C, and SD11 that were present in
the special drugs module prior to 2005 also were used in creating the edited CPN variables.
Unlike the questions that were described previously, SD10A and SD10B were asked if
respondents reported lifetime use of methamphetamine in the core stimulants module.

The general issues that were described in Section 6.2 for the core recency variables also
applied to the CPN variables. For example, if respondents reported lifetime methamphetamine
use in question SD17A (edited variable MTHAMP) but did not know or refused to report in
question SD17B when they last used it, the edited methamphetamine recency variable
MTHAREC was assigned a code of 9 (Used at some point in the lifetime, LOGICALLY
ASSIGNED).
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Table 6.4 Mapping of Noncore Methamphetamine Questions in the Special Drugs Module to
Edited Variables

Edited
Question(s) Variable Comments

SD10A MTHNEEDL |Ever used a needle to inject methamphetamine; asked if respondents
(Rs) reported methamphetamine use in the core stimulants module.

SD10B MTNDLREC |Most recent use of methamphetamine with a needle, if SD10A was
answered as "yes."

SD10C OSTNEEDL |Ever used a needle to inject stimulants/any other stimulant; asked if Rs
reported nonmedical use of stimulants in the core stimulants module.
SD10C was worded as "any other stimulant" if lifetime
methamphetamine use was reported and was worded as "any stimulant"
if methamphetamine use had not been reported.

SD11 OSTNLREC |Most recent use of stimulants/other stimulants with a needle, if SD10C
was answered as "yes."
SD17A MTHAMP | Ever used methamphetamine; asked if Rs did not report lifetime use in

the core stimulants module.

SD17B MTHAREC |Most recent use of methamphetamine, if SD17A was answered as "yes."

SD18A MTHANEDL |Ever used a needle to inject methamphetamine; asked if Rs did not
report lifetime use in the core stimulants module.

SD18B MTANDLRC |Most recent use of a needle to inject methamphetamine, if SD18A was
answered as "yes."

SD17A1 MTHEVCK | Consistency checks to determine which answer was correct: the report of
SD17ALT lifetime nonuse of methamphetamine from the core stimulants module or
the report of methamphetamine use in the special drugs module.

SD17A2 MTHNORSN |Reason for not previously reporting methamphetamine use in the core
stimulants module; asked if Rs confirmed their use of
methamphetamine.

SD17A2SP | MTHNOSP |"OTHER, Specify" response for not reporting methamphetamine use in
the core stimulants module; asked if Rs reported "some other reason" for
not reporting use.
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6.2.6.1 Editing of the Methamphetamine Recency Variables in the Special Drugs
Module

Table B.11 in Appendix B includes edits for the noncore methamphetamine and stimulant
variables that were relevant for creating the edited CPN recency variables. The focus is on edits
pertaining to most recent use of methamphetamine (SD17B) or most recent use of
methamphetamine or stimulants with a needle (SD10B or SD18B for methamphetamine; SD11
for other stimulants). However, Table B.11 also includes details about editing of the needle use
variables—including logical inference of use or nonuse of methamphetamine or other stimulants
with a needle—to allow all of the issues for editing of these variables to be included in the same
table. In particular, if respondents had never used a needle to inject methamphetamine or other
stimulants, then the edited variables pertaining to most recent use of methamphetamine or
stimulants with a needle did not contribute to the creation of the edited CPN recency variables.

In contrast, it was possible for respondents to report in the "OTHER, Specify" questions
SDO5A through SDOSE pertaining to use of other drugs with a needle that they had injected
methamphetamine or other stimulants at some point in their lifetime. These responses overruled
any denial of methamphetamine use (or use of methamphetamine with a needle) or any denial of
use of stimulants with a needle. In these situations, the general practice was to assign a code of 9
(Used at some point in the lifetime LOGICALLY ASSIGNED), with the following exceptions:

* Ifrespondents were lifetime users of methamphetamine in the core stimulants module
but the most recent use of methamphetamine from the variable METHREC was more
than 12 months ago, the respondent was logically inferred to have last used a needle
to inject methamphetamine more than 12 months ago. MTNDLREC was assigned a
code of 13 (More than 12 months ago LOGICALLY ASSIGNED).

* Ifrespondents were routed to question SD17A because they did not report
methamphetamine use in the core stimulants module and the most recent use of
methamphetamine from MTHAREC (corresponding to SD17B) was more than 12
months ago, then MTANDLRC was assigned a code of 13 to indicate that the
respondent logically had last injected methamphetamine more than 12 months ago.

* Ifrespondents were logically inferred to have used a needle to inject other stimulants
in their lifetime but the most recent use of stimulants from the variable STIMREC
was more than 12 months ago, then OSTNLREC was assigned a code of 13 to
indicate that the respondent logically had last used a needle to inject other stimulants
more than 12 months ago.

6.2.6.2 Creation of the Edited CPN Recency Variables for Stimulants and
Methamphetamine

In creating the CPN recency variables for methamphetamine and stimulants, the core
recency variables METHREC and STIMREC were used as the "base" variables. Consequently, if
data from the special drugs module did not indicate use or more recent use than was indicated in
the core recency variables, then the CPN recency variables retained the information from the
core variables.
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The following edited CPN recency variables were relevant to determining most recent
use of methamphetamine and stimulants if respondents had reported use of methamphetamine in
the core stimulants module:

MTHRECO04: Most recent use of methamphetamine, based on the core recency
variable METHREC and the variable MTNDLREC for most recent use of
methamphetamine with a needle; and

STMRECO04: Most recent use of stimulants, based on the core recency variable
STIMREC and the variable OSTNLREC for most recent use of (other) stimulants
with a needle.

In these variables, the number "04" represented editing based on variables that were in the
special drugs module in 2004 (i.e., prior to addition of the follow-up questions in 2005).

In creating MTHRECO04 and STMREC04, MTHRECO04 was initially set to the value from
METHREC, and STMREC04 was initially set to the value from STIMREC. The following edits
were implemented for MTHREC04 and STMREC04:

If respondents were lifetime nonusers of methamphetamine in the core stimulants
module and respondents did not specify in the special drugs module that
methamphetamine was "some other drug" that they injected with a needle, then
MTHRECO04 retained the value of 91 (Never used) from METHREC. A similar edit
applied to STMRECO04 if respondents had reported never using stimulants
nonmedically and did not specify injecting stimulants as "some other drug."

If METHREC and STIMREC had been assigned a code of 81 (Never used; logically
assigned) because respondents reported use of only OTCs in the stimulants module
(Section 6.2.1.5), then MTHRECO04 and STMRECO04 retained a code of 81. However,
this edit did not apply if respondents reported in the special drugs module that these
were "some other drug" that they injected.

Respondents were logically inferred to be more recent users in MTHREC04 and
STMRECO04 if the needle recency variables MTNDLREC and OSTNLREC indicated
more recent use of these drugs with a needle than was indicated in the corresponding
core recency variables METHREC and STIMREC. Codes of 11 (Used in the past 30
days LOGICALLY ASSIGNED) or 12 (Used more than 30 days ago but within the
past 12 months LOGICALLY ASSIGNED) were assigned to MTHREC04 and
STMRECO04 based on these edits.

If METHREC indicated use more than 12 months ago or nonuse and MTNLDREC
had been set to a value of 9 (Used at some point in the lifetime LOGICALLY
ASSIGNED) because respondents specified use of methamphetamine as "some other
drug" that they injected, then MTHRECO04 was set to 9. A similar edit was applied to
STMRECO04. In addition, if MTHRECO04 had been set to 9 because of these edits but
STIMREC indicated use more than 12 months ago, then STMREC04 was set to 9.

If METHREC indicated use more than 30 days ago but within the past 12 months and
MTNLDREC had been set to a value of 9, then MTHRECO04 was set to a value of 8
(Used at some point in the past 12 months LOGICALLY ASSIGNED). A similar edit
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was applied to STMRECO04. In addition, if MTHRECO04 had been set to 9 because of
the edits that were described previously but STIMREC indicated use more than 30
days ago but within the past 12 months, then STMREC04 was set to 8.

e If MTHRECO04 indicated more recent use of methamphetamine (including use of
methamphetamine with a needle) than was indicated in STIMREC or OSTNLREC,
then STMRECO04 was assigned a value indicating more recent use.

The following edited CPN recency variables were the final CPN recency variables that
were used in the subsequent imputation procedures that are described in Section 6.3.7:

*  MTHRECO06: Most recent use of methamphetamine, based on MTHREC04,
MTHAREC, or MTANDLRC; and

e  STMRECO06: Most recent use of stimulants, based on STMREC04 and MTHRECO06.

In these variables, the number "06" represented editing based on variables that have been
included in the special drugs module since 2006. MTHRECO06 was initially set to the value from
MTHREC04 and STMRECO06 was initially set to the value from STMRECO04 to capture the
results of any editing when respondents had reported lifetime use of methamphetamine in the
core stimulants module.

As noted in Section 6.1.3, however, giving respondents a second opportunity to report
methamphetamine use could bias the estimates if respondents who had made a mistake in
answering the previous question about methamphetamine use in the core stimulants module
could change their answer on follow-up to indicate use—something that is not done for other
drugs in NSDUH. Rather, the aim of asking the follow-up methamphetamine questions if
respondents had not previously reported use in the core stimulants module was to identify
respondents who had not reported methamphetamine use in the context of questions about
prescription stimulants. Therefore, if respondents who previously did not report
methamphetamine use confirmed in the special drugs module that they were indeed users, they
were asked why they had not reported methamphetamine use when they were asked about it
earlier in the stimulants module. Respondents could indicate one of the following reasons why
they had not previously reported methamphetamine use:

» the earlier question in the core stimulants module asked about prescription drugs, and
they did not think of methamphetamine as a prescription drug;

* they made a mistake when they answered the earlier question about
methamphetamine; or

e there was some other reason.

If respondents reported that there was some other reason why they had not previously reported
methamphetamine use, they were asked to specify what this other reason was.

In creating MTHRECO06, only those respondents who were routed to question SD17A and
indicated that they did not think of methamphetamine as a prescription drug (or who specified
something similar to that as their other reason for not previously reporting use) were counted as
additional methamphetamine users. Otherwise, data from MTHAREC and MTANLREC were
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not used in creating MTHRECO06 if respondents reported that they made a mistake in not
previously reporting methamphetamine use in the core or the other reason they specified did not
pertain to their not thinking of methamphetamine as a prescription drug. However, if respondents
had specified using methamphetamine with a needle as "some other drug," then this was
reflected in the edits that were mentioned previously for MTHRECO4. In turn, these edits to
MTHRECO04 affected the final value in MTHRECO06.

The following edits were implemented for MTHRECO06 based on data from questions
SD17A to SD17ASP. These edits that are described for MTHRECO06 when respondents reported
methamphetamine use assume that respondents had not reported methamphetamine use in the
core stimulants module because they did not think of it as a prescription drug.

If respondents were lifetime nonusers of methamphetamine in the core stimulants
module, they indicated in SD17A that they never used methamphetamine, and they
did not specify use of methamphetamine with a needle, then MTHRECO06 retained the
value of 91 (Never used) from METHREC.

If MTHAREC had been set to a value of 8 (Used at some point in the past 12 months
LOGICALLY ASSIGNED) because respondents reported in SD17B that they had
last used methamphetamine more than 30 days ago but within the past 12 months and
MTANDLRC had a value of 9, then MTHRECO06 was assigned a value of 8.

If MTHAREC had been set to a value of 9 (Used at some point in the lifetime
LOGICALLY ASSIGNED) because respondents reported in question SD17B that
they last used methamphetamine more than 12 months ago but MTANDLRC had a
value of 9, then MTHRECO06 was assigned a value of 9.

If the methamphetamine recency variables were consistent (i.e., MTHAREC
indicated as recent or more recent use of methamphetamine than was indicated in
MTANDLRC, or respondents never used a needle to inject methamphetamine), then
the value from MTHAREC was assigned to MTHRECO06.

If MTHAREC indicated that respondents were logically inferred to be more recent
users of methamphetamine based on indications of more recent use of
methamphetamine with a needle in MTANDLRC (Table B.11), then MTHRECO06
was assigned the corresponding code of 11 (Used in the past 30 days LOGICALLY
ASSIGNED) or 12 (Used more than 30 days ago but within the past 12 months
LOGICALLY ASSIGNED) from MTHAREC.

The following edits were implemented for STMRECO06 based on data from MTHREC06
according to the edits that were described previously:

If MTHRECO06 had been set to a value of 8 (Used at some point in the past 12 months
LOGICALLY ASSIGNED) and STMRECO04 did not indicate use in the past 30 days,
then STMRECO06 was assigned a value of 8.

If MTHRECO06 had been set to a value of 9 (Used at some point in the lifetime
LOGICALLY ASSIGNED) and STMRECO04 did not indicate use in the past 12
months, then STMRECO06 was assigned a value of 9.
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* If MTHRECO06 was consistent with STMRECO04 (i.e., STMRECO04 indicated as recent
or more recent nonmedical use of stimulants than was indicated in MTHRECO06, or

MTHRECO6 indicated that respondents never used methamphetamine), then the value
from STMREC04 was assigned to STMRECO06.

* If MTHRECO06 and STMRECO04 indicated that they last used methamphetamine or
stimulants in a definite period (i.e., in the past 30 days, more than 30 days ago but
within the past 12 months, or more than 12 months ago) and MTHRECO06 indicated
more recent use of methamphetamine, then STMRECO06 was assigned a code of 11
(Used in the past 30 days LOGICALLY ASSIGNED) or 12 (Used more than 30 days
ago but within the past 12 months LOGICALLY ASSIGNED).

If MTHRECO6 indicated that respondents last used methamphetamine in a definite period
but STMRECO04 indicated nonuse or had a missing value, then STMRECO06 was assigned a code
of 11, 12, or 13 (Used more than 12 months ago LOGICALLY ASSIGNED) based on the most
recent use from MTHRECO6. This included situations in which STMRECO04 retained a code of
81 (Never used; logically assigned) from STIMREC because respondents reported use of only
OTCs in the stimulants module (Section 6.2.1.5). In this situation, the data from MTHRECO06
(based on MTHAREC) indicating methamphetamine use overruled the logical inference that
respondents were never lifetime nonmedical users of stimulants.

6.2.7 Editing of Lifetime Daily Cigarette Use Status

Lifetime users of cigarettes were asked in question CG15 whether they ever had a period
when they smoked cigarettes every day for at least 30 days. Respondents were not asked
question CG15 if they had already reported that they smoked cigarettes on all 30 days in the past
30 days.

Edits associated with determining whether respondents had ever smoked cigarettes daily
for at least 30 days (edited variable CIGDLYMO) are presented in Table B.12 in Appendix B. In
particular, if question CG15 had been skipped because respondents smoked cigarettes on all 30
days in the past 30 days, then CIGDLYMO was assigned a code of 5, where 5 = Yes
LOGICALLY ASSIGNED (from skip pattern). A code of 5 was assigned rather than a legitimate
skip code (Section 2.4.2) to indicate that it could be logically inferred from the skip logic that the
respondent had a lifetime period of having smoked cigarettes daily for at least 30 days.

6.2.8 Additional Edits Applied During Imputation Processing

In addition to the logical edits applied as described previously, edits to selected variables
were applied during the imputation process and are discussed in this section. In general, these
edits affected only a few records. They were implemented mostly to resolve residual
inconsistencies that prevented the determination of a valid interval for the assignment of the date
of first use (Section 6.3.3.4).
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6.2.8.1 "Other" Hallucinogens, ""Other' Pain Relievers, and ""Other" Stimulants

Variables

For respondents who were known to have never used "other" hallucinogens, "other" pain
relievers, and "other" stimulants, certain logical deductions could be made regarding the
relationship between the parent drug data and the child drug data if all the necessary conditions
that also are described were met.®? Note that these edits also could have been applied to
respondents who were imputed to lifetime nonuse of the "other" variable.

1.

If the respondent was known never to have used "other" hallucinogens, the overall
hallucinogens recency was missing, and none of the recencies for the child drugs
associated with hallucinogens were missing, then the overall hallucinogens recency
was assigned to the most recent of its child drug recencies. This also was applied for
pain relievers and stimulants.

If the respondent was known never to have used "other" hallucinogens, the overall
hallucinogens recency was past month, one of the child recencies was past year
(where past month vs. not past month use could not be determined), and no other
child recency was past month, then the child recency that was past year (where past
month vs. not past month use could not be determined) was edited to past month.

If the respondent was known never to have used "other" hallucinogens, the parent
AFU value was nonmissing, only one child AFU value was missing, and the
minimum of the nonmissing child AFU values was greater than the parent AFU
value, then the missing child AFU value was edited to the parent AFU value.

If the respondent was known never to have used "other" hallucinogens, the parent
AFU value was nonmissing, only one child AFU value was missing, the minimum of
the nonmissing child AFU values was equal to the parent AFU value, and the earliest
of the nonmissing child months and years of first use was later than the parent MFU
and YFU, then the missing child AFU value was edited to the parent AFU value.®?

6.2.8.2 Respondents Imputed to Lifetime Use for Child Drug Variables

As discussed in Section 6.3, the first imputation set consisted of the lifetime drug use
measures. The results of these imputations could restrict the range of plausible values for other
drug use measures, and, therefore, based on this additional information obtained from the
imputations, certain editing rules that were applied to the unedited recency and frequency data
had to be reapplied. The list of these edits follows:

1.

If the parent drug recency of use was known to be lifetime but not past year, and the
respondent was imputed to lifetime use of the child drug(s), then the child drug
recency was set to lifetime but not past year. This was done because the respondent
could not have used the child drug more recently than the parent drug.

82 The creation of these "other" indicators is described in Section 6.1.2.
83 These cases occur rarely, so they are handled on a case-by-case basis. The procedures do not
automatically apply this edit. They flag cases like these for further examination.
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2. If the respondent used the parent drug on exactly 1 day in the past 12 months, and the

respondent was imputed to lifetime use of the child drug, then the child drug recency
of use was set equal to the parent drug recency of use, and the child drug 12-month
frequency of use was set to 1 day. This was done because the respondent could not
have used the child drug on any days when the parent drug was not used, so the
recencies and frequencies cannot differ. This edit only applied to OxyContin®,
methamphetamine, and crack, which are the only child drugs with 12-month
frequencies.

If the parent drug incidence data indicated a date of first use in the past year, the
parent drug recency of use was past year but not past month, and the respondent was
imputed to lifetime use of the child drug(s), then the recency of use for the child drug
was set to past year but not past month. This was done because the respondent could
not have used the child drug more recently than the parent drug (eliminating the
possibility of past month recency), and the respondent also could not have started
using the child drug before the parent drug (eliminating the possibility of lifetime but
not past year recency).

Similarly, if the parent drug incidence data indicated a date of first use in the past
year, the parent drug recency of use was past month, and the respondent was imputed
to lifetime use of the child drug(s), then the recency of use for the child drug was set
to past year (whether the respondent had used in the past month could not be
determined). This was done because the respondent could not have started using the
child drug before the parent drug (eliminating the possibility of lifetime but not past
year recency).

6.2.8.3  Age-at-First-Use Variables

The edits that are described in this section were implemented in preparation for the
imputation process. These edits are designed to reduce processing time and to set the imputation
indicators properly (i.e., to "logically assigned" instead of to "statistically imputed"). As with the
other edits that were described previously in Section 6.2.8, these edits affected only a small
number of records.

1.

If the parent AFU value was missing and the minimum of the child AFU values was 3
years, then the parent AFU value was edited to 3 years. This was done because
respondents with AFU values of less than 3 years were ineligible to be donors
(Section 6.3.3.1).34 This edit applied to all parent AFU variables: cigarettes, overall
hallucinogens, overall pain relievers, overall stimulants, and cocaine.

If the parent AFU was equal to the respondent's current age, all missing child AFU
values were edited to the same age. This edit applied to all child AFU variables: daily
cigarettes, LSD, PCP, Ecstasy, OxyContin®, methamphetamine, and crack.

8 This could be considered to be an imputation rule rather than an editing rule. Nevertheless, once the
decision is made to prevent those with age-at-first-use values of less than 3 years from being donors, it is clear that
cases like these do not require any sort of stochastic imputation.
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3.

If the parent AFU was equal to 1 less than the respondent's current age, the child
recency®® was lifetime but not past year (or, for cigarettes, past 3 years but not past
year), and the child AFU value was missing, then the child AFU value was assigned
to 1 less than the respondent's current age. This was done because the child AFU
cannot be less than AGE - 1, because the parent AFU is AGE - 1, and the respondent
could not have begun using a child drug before using the parent drug. It also cannot
be greater than AGE - 1, because the child drug recency of lifetime but not past year
indicates that the respondent did not use the drug while at his or her current age
(because he or she did not use the drug at all in the past year). If the respondent did
not use the drug at all in the past year, then he or she could not have begun using the
drug in the past year. Because the child AFU cannot be less than AGE - 1 or greater
than AGE - 1, it must be equal to AGE - 1. This edit also applied to all child AFU
variables.

If the age at first cigarette use was equal to AGE - 3, cigarette recency was lifetime
but not past 3 years, and age at first daily cigarette use was missing, then age at first
daily cigarette use was assigned to AGE - 3. The logic is similar to the above edit:
the age at first cigarette use precludes the possibility that the age at first daily
cigarette use was less than AGE - 3, and the cigarette recency precludes the
possibility that the age at first daily cigarette use was greater than AGE - 3.

6.2.9 Edits for Drug Variables that Do Not Undergo Imputation

The following tobacco variables were edited but did not undergo further imputation:

for adolescents aged 12 to 17 who had never smoked a cigarette: their likelihood of
smoking a cigarette if their friends offered them one or of smoking a cigarette in the
next 12 months;

lifetime smoking of 100 or more cigarettes;

usual brands of cigarettes, snuff, chewing tobacco, or cigars that respondents used in
the past 30 days;

among respondents who smoked cigarettes in the past 30 days:
— the average number of cigarettes that they smoked per day;
— the type of cigarette they smoked (light, ultralight, medium, or full flavor);

— whether the brand of cigarettes that was smoked most often was a menthol
cigarette;

— for respondents who usually smoked Marlboro cigarettes in the past 30 days, the
length of the Marlboro cigarettes that they smoked (shorts, regulars or king-sized,
or 100s); and

— whether respondents smoked a "roll-your-own" cigarette in the past 30 days.

8 Because there was no recency question associated with daily cigarettes, the overall cigarette recency was

used instead.
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6.2.9.1 Editing of Likelihood Variables for Adolescent Nonsmokers

If respondents were aged 12 to 17 and had never smoked a cigarette, they were routed to
questions CG02 and CGO03. Question CGO2 (edited variable CIGOFRSM) asked adolescents if
they would smoke a cigarette if one of their friends offered them a cigarette. Question CGO03
(edited variable CIGWILYR) asked adolescents how likely they thought they would be to smoke
a cigarette in the next 12 months.

No editing was done to CIGOFRSM and CIGWILYR if adolescents were routed to the
corresponding questions because they never smoked cigarettes. Otherwise, a legitimate skip code
of 99 (Section 2.4.2) was assigned if the questions had been skipped because (1) respondents
were aged 18 or older or (2) they were aged 12 to 17 but they had already smoked a cigarette in
their lifetime.

6.2.9.2 Editing of Lifetime Smoking of 100 or More Cigarettes

Question CG16A (edited variable CIG100LF) asked cigarette smokers whether they had
ever smoked 100 or more cigarettes in their lifetime. Minimal editing was done to CIG100LF.
As indicated in Table B.12, respondents were not asked this question if their answers to previous
questions indicated that they had smoked 100 or more cigarettes. For example, respondents who
smoked cigarettes in the past 30 days were asked in question CGO7 to report the number of days
that they smoked cigarettes in the past 30 days. Respondents who smoked cigarettes on more
than 1 day in the past 30 days were asked in question CG08 to report the usual number of
cigarettes that they smoked on those days when they smoked cigarettes. Question CG08 was a
categorical variable that gave ranges of numbers of cigarettes that were smoked per day and,
where relevant, the equivalent number of packs of cigarettes (e.g., 16 to 25 cigarettes per day, or
about 1 pack).

If the product of the number of days that respondents smoked cigarettes and the lower
bound of the range was 100 or greater, then question CG16A was skipped. For example, if a
respondent smoked cigarettes on all 30 days in the past 30 days and usually smoked about a pack
a day (i.e., 16 to 25 cigarettes per day), then a conservative estimate of the number of cigarettes
that he or she smoked in the past 30 days (i.e., based on the lower bound) would be 30 x 16 =
480.

In this situation, the respondent would not be asked question CG16A because the number
of cigarettes that the respondent logically smoked in the past 30 days was greater than 100. As
indicated in Table B.12, if question CG16A had been skipped because had been skipped because
respondents the quantity and frequency of cigarette use in the past 30 days indicated that
respondents had smoked 100 or more cigarettes, then CIG100LF was assigned a code of 5,
where 5 = Yes LOGICALLY ASSIGNED (from skip pattern).

6.2.9.3 Editing of Tobacco Brand Variables

As noted in Section 2.3.1.2, the CAI instrument included questions to identify the
specific brands of tobacco that were used most commonly by respondents who reported use in
the past 30 days of cigarettes, chewing tobacco, snuff, or cigars. Respondents could choose from
a list of brands or they could indicate use of "a brand not on this list." Procedures for coding the
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"OTHER, Specify" data when respondents reported use of a brand not on the list were described
in Section 2.3.1.2.

The coding approach that was described in Section 2.3.1.2 also applied to situations
where respondents chose tobacco brands from the lists of brands that they were shown in the
questions. For cigarettes, for example, codes of 101 through 126 were used for Basic through
Winston, corresponding to the brands that had been listed in question CG11 prior to the 2005
survey.? Cigarette brand codes of 127 through 160 were used for Alpine through True,
corresponding to the brands listed in question CG11A prior to the 2005 survey.?” Thus, the
edited variable CIG30BRN for the brand of cigarettes that respondents smoked most often in the
past 30 days could be assigned a code of 101 if respondents reported in question CG11 that they
usually smoked Basic cigarettes or if they specified Basic cigarettes as "a brand not on this list."

If respondents entered a brand from an available listing, they were asked to confirm their
answer. If they confirmed their answer, they were asked no further questions about the brand
they used for that particular type of tobacco. However, if respondents indicated that their
previous answer was not correct, they were routed back through the series of 30-day brand
questions for that type of tobacco. Thus, respondents had the opportunity to make corrections in
situations where they may have miskeyed a number, such as if they keyed the number
immediately above or below the number of the brand they meant to choose. For each type of
tobacco that respondents reported using in the past 30 days, they were allowed to make
corrections up to a total of three times. Respondents exited the loop once they confirmed an
answer or specified use of a brand not on the list. Respondents also exited the loop if they
answered "don't know" or "refused" when asked to confirm their answer.

Because of this routing logic, the brands that respondents confirmed that they used most
often in the past 30 days were assigned to the edited variables CIG30BRN (for cigarettes),
SNF30BRN (for snuff), CHW30BRN (for chewing tobacco), and CGR30BRN (for cigars). If
respondents were rerouted through the series of questions and confirmed their answer on their
second or third pass through the questions, the final tobacco brand coding procedures retained
the final answer that respondents confirmed and disregarded whatever previous answers the
respondent had given but did not confirm. Respondents who answered "don't know" or "refused"
when asked to confirm what brand they used were assigned that corresponding code to the final
brand variable for that type of tobacco. If respondents did not confirm what brand of a given
tobacco type they used most often in the past 30 days despite three passes through the series of
questions, a final code of 9000 to the edited variable for that tobacco type's brand. The code of
9000 indicated that these respondents did not confirm their brand despite three opportunities to
do so.

8 Reference is made to response choices in 2004 or earlier because new response choices were added in

2005. Prior to 2005, for example, the first category in question CG11 was Basic. American Spirit was added to
question CG11 in 2005, and this became category 1. To preserve continuity with the codes prior to 2005, these
codes were not renumbered in 2005 to reflect any changes to the tobacco brand questions.

87 The numbering of codes corresponding to responses in question CG11A started with 127 instead of 128
because prior to 2005, the response option of 27 in question CG11 meant "a brand not on this list." This response
option was simply a toggle to question CG11A. Because the coding of brands resumed at 127 for brands that were
listed in question CG11A, there was no break in the codes.
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As noted in Section 2.3.1.2, respondents sometimes specified that the brand of chewing
tobacco they used most often was actually a snuff brand, or vice versa. Respondents also could
specify that the cigarette brand that they smoked most often was actually a brand of little cigars.
No editing was done to the codes for tobacco brands that applied to a different type of tobacco.
For example, if respondents specified a little cigar brand as the brand of cigarettes that they
smoked most often in the past 30 days, the edited variable CIG30BRN retained a code in the 400
or 4000 series for cigars. Continuing this example, if respondents did not report use of cigars in
the past 30 days, no editing was done to the data for cigars to indicate use of cigars in the past 30
days in the edited recency variable CIGARREC or to assign the cigar brand code from cigarettes
to CGR30BRN.

In addition, a recoded smokeless tobacco brand variable SLT30BRN was created because
confusion sometimes existed in terms of what constituted chewing tobacco and snuff. If
respondents reported use of both snuff and chewing tobacco in the past 30 days, they were asked
to indicate which they had used most often. A final code was assigned to SLT30BRN according
to the answer to this question. For example, if a respondent reported that the brand in the
chewing tobacco section was the brand that he or she used most often, but this brand of "chewing
tobacco" was really a snuff brand, SLT30BRN indicated that the respondent used a particular
snuff brand most often in the past 30 days, even though this response came from the chewing
tobacco brand questions.

In addition, the precoded response options in the questions for cigarette, chewing
tobacco, and cigar brands since 2005 have included more prevalent brands that were mentioned
in "OTHER, Specify" data from prior years. Since 2005, response options also are no longer
present for less prevalent brands from 1999 to 2004. Documentation of these changes since 2005
is provided in the report on general principles and procedures for editing drug use data in the
2011 NSDUH MRB (Kroutil, Handley, & Bradshaw, 2013).

These changes in 2005 did not affect the creation of the edited tobacco brand variables.
Nevertheless, analysts are advised that this change could affect analyses comparing trends for
certain brands prior to 2005 and from 2005 onward. For example, significant differences in
prevalence between some tobacco brand estimates prior to 2005 and after 2005 could occur if
respondents prior to 2005 needed to type in the brand as "a brand not on this list" but they could
choose it from a list in 2005 and beyond.

6.2.9.4  Editing of Miscellaneous Cigarette Use Variables for the Past 30 Days

As noted previously, respondents who reported that they smoked cigarettes in the 30 days
prior to the interview were asked a series of additional questions about their cigarette use in that
period (i.e., other than the brand of cigarettes that they smoked most often). These questions
covered the following topics:

* the average number of cigarettes that they smoked per day (Section 6.2.9.4.1);

* the type of cigarette they smoked (light, ultralight, medium, or full flavor) and
whether the brand of cigarettes that respondents smoked most often was a menthol
cigarette (Section 6.2.9.4.2);
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» for respondents who usually smoked Marlboro cigarettes in the past 30 days, the
length of the Marlboro cigarettes that they smoked (shorts, regulars or king-sized, or
100s) (Section 6.2.9.4.3); and

* whether respondents smoked a "roll-your-own" cigarette in the past 30 days
(Section 6.2.9.4.4).

6.2.9.4.1 Average Number of Cigarettes Smoked Per Day

Respondents who smoked cigarettes in the past 30 days were asked one of two possible
questions regarding the number of cigarettes they smoked per day. Respondents who smoked on
only 1 day in the past 30 days were asked to report the number of cigarettes they smoked on that
1 day. Respondents who smoked on more than 1 day (or who estimated the number of days they
smoked in the past 30 days) were asked to report the average number of cigarettes they smoked
per day. A single, composite variable (CIG30AV) was created from these two questions using
data from whatever question the respondents were asked. No further editing was done to the data
from these two questions.

6.2.9.4.2 Typeof Cigarettes Including Menthol Cigarettes

As for the questions about the number of cigarettes that were smoked per day, past month
cigarette users were routed to one of two possible questions about the type of cigarette they
usually smoked in the past 30 days (CGTAR1 or CGTAR?2). Since 2005, these questions have
included a new response option for respondents who smoked "mediums" most often in the past
30 days. Review of data from quarter 1 of 2005 indicated that the addition of this new level for
mediums affected the distribution of responses in CGTAR1 and CGTAR?2 relative to the
distribution in 2004, such that the data would not be comparable between 2004 and 2005.
Therefore, the name of the edited variable corresponding to CGTAR1 and CGTAR2 has been
CIG30TPE since 2005; prior to 2005, this variable was called CIG30TYP.

Past month cigarette users also were routed to one of two possible questions regarding
whether the brand of cigarette they usually smoked was menthol (CGMENTHI1 or
CGMENTH?2). Routing to CGTAR1 or CGTAR2 and to CGMENTHI or CGMENTH2 was
mutually exclusive for respondents who smoked cigarettes in the past 30 days (i.e., respondents
were routed to one or the other question in a set but not both). Therefore, composite variables
were created for the cigarette type (CIG30TPE) and whether the cigarette brand that respondents
smoked most often was menthol (CIG30MEN).

No attempt was made to edit CIG30TPE or CIG30MEN for consistency with the
cigarette brand from the variable CIG30BRN. In developing these items, instrument
development staff consulted with tobacco research experts regarding which brands offered or did
not offer menthol, light, or ultralight varieties. No conclusive information was obtained. As was
discussed in Section 2.3.1.2, the "OTHER, Specify" data for tobacco brands did not capture
information for particulars such as regular or menthol forms, or light, ultralight, or full-flavor
varieties. Therefore, in situations where respondents specified that level of detail regarding the

brand of cigarette that they smoked most often in the past 30 days, that information was not used
to edit CIG30TPE or CIG30MEN.
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6.2.9.4.3 Type of Marlboro Cigarettes

Respondents who reported in questions CG11, RCG11, or RRCG11 that they usually
smoked Marlboro cigarettes in the past 30 days (and who confirmed this report of smoking
Marlboro cigarettes) have been asked in question CGLNTH since 2005 about the length of the
Marlboro cigarettes they smoked most often in the past 30 days: (1) shorts, (2) regulars or king-
sized, or (3) 100s. The edited variable corresponding to CGLNTH was CIG30MLN. CIG30MLN
was assigned a legitimate skip code of 99 (Section 2.4.2) if the cigarette brand variable
CIG30BRN did not have a missing value and did not indicate that respondents smoked Marlboro
cigarettes most often in the past 30 days; this included situations in which respondents reported
that they smoked "a brand not on this list" and did not specify that they smoked Marlboro
cigarettes.®® Because respondents who reported that they smoked some other brand of cigarettes
in the past 30 days were not asked CGLNTH, CIG30MLN retained values of 98 (blank) for any
respondents who specified that the "other" brand of cigarettes was Marlboro; however,
CIG30MLN was blank for this reason for fewer than 20 of approximately 6,100 respondents in
2013 who reported that they smoked Marlboro cigarettes most often in the past 30 days. In
addition, CIG30MLN had missing values if respondents who smoked cigarettes in the past 30
days did not know or refused to report at the outset what cigarette brand they smoked most often
in the past 30 days, or if they failed to confirm the brand that they smoked most often.

6.2.9.4.4 "Roll-Your-Own" Cigarettes

The cigarette section also included a question (CG14) about whether respondents smoked
part or all of a "roll-your-own" cigarette in the past 30 days. The edited variable CIG30ROL
corresponded to this question. The cigarette brand question CG11A® included response
categories for two roll-your-own brands of cigarette tobacco. Respondents who chose either of
these roll-your-own brands were skipped out of question CG14; by choosing a roll-your-own
brand from the list of cigarette brands, these respondents already had indicated that they had
smoked a roll-your-own cigarette in the past 30 days. Therefore, if question CG14 had been
skipped and the cigarette brand was one of the roll-your-own brands from CGl1a, a code of 5
(Yes LOGICALLY ASSIGNED [from skip pattern]) was assigned to the edited variable
CIG30ROL.

However, respondents could specify a cigarette brand that was not on the list in questions
CG11 and CG11A and then specify a roll-your-own brand in question CG12. In this situation,
respondents were routed to question CG14. If respondents specified a roll-your-own brand and
CG14 was already answered as "yes," no further editing needed to be done. If CG14 was not
answered as "yes" when a respondent had specified a roll-your-own cigarette brand, the

88 This assignment of legitimate skip codes included situations in which the "other" cigarette brand was for
a different type of tobacco (e.g., if respondents specified that the brand of "cigarettes" they smoked most often was a
cigarillo or little cigar) or if respondents reported smoking a brand of cigarettes "not on this list" and they had
missing values in their "OTHER, Specify" data. In this latter situation, CIG30BRN continued to have a code of 1999
(Cigarette; brand otherwise unspecified), and it was inferred in the editing of CIG30MLN that this otherwise
unspecified cigarette brand was not Marlboro.

% Respondents could be routed to questions RCG11, RRCG11, RCG11A, RRCG11A, RCG12, or RRCGI12
if they cycled through the cigarette brand questions more than once. For brevity, however, reference here is limited
to the first set of cigarette brand questions: CG11, CG11A, or CG12.

163



respondent's original answer was replaced with a code of 3 (Yes LOGICALLY ASSIGNED).
This code of 3 signified to analysts that the respondent's original answer in question CG14 had
been overwritten to make the roll-your-own data consistent with the cigarette brand information
that was recorded in the variable CIG30BRN. However, this edit was implemented in 2013 for
fewer than 15 respondents out of more than 14,000 who reported cigarette use in the past 30
days.

6.3 Imputation of the Core Drug Use Variables

The predictive mean neighborhood (PMN) imputation methodology used in the
imputation of drug variables beginning in 1999 was applied in a similar manner to the 2013
National Survey on Drug Use and Health (NSDUH) drug data. Consistent with prior years, the
drug use measures collected in the 2013 NSDUH included lifetime usage, recency of use,
frequency of use in the past 12 months, frequency of use in the past month, and AFU, MFU, and
YFU. However, depending on the drug in question, only a subset of these measures were
collected and imputed.

Table 6.5 summarizes the drugs and drug use measures that were imputed. This table also
indicates how these measures were segregated into units referred to as imputation sets. See
Section 3.4 for more information on imputation sets.

Table 6.5 Drugs and Drug Use Measures, Imputation Sets

Drug Use Measure
12-Month 30-Day Age at Age at

Lifetime | Recency | Frequency Frequency First First
Drug Usage of Use of Use of Use Use Daily Use
Cigarettes NM Set 2 (12-Month Frequency N/A) Set3 | Sets4, 5*
??;i?g?s Set 6 (12-Month Frequency N/A) Set 7
Cigars Set 8 (12-Month Frequency N/A) Set 9
Pipes 1?]6;2 1)0 (12-Month and 30-Day Frequency N/A
Alcohol Set 113 Set 12
Inhalants Set 13 Set 14
Marijuana Set 1 Set 15 Set 16 N/A
Hallucinogens? Set 17 Set 18
Pain Relievers® Set 19 (30-Day Frequency N/A) Set 20
Tranquilizers Set 21 (30-Day Frequency N/A) Set 22
Stimulants* Set 23 (30-Day Frequency N/A) Set 24
Sedatives Set 25 (30-Day Frequency N/A) Set 26
Cocaine and Crack Set 27 Set 28
Heroin Set 29 Set 30
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Table 6.5 Drugs and Drug Use Measures, Imputation Sets (continued)

Drug Use Measure

12-Month 30-Day Age at Age at
Lifetime | Recency | Frequency Frequency First First
Drug Usage of Use of Use of Use Use Daily Use
Core-Plus-Noncore
Stimulants and Set 31 Iie/; 3;2 (12-Month and 30-Day Frequency N/A
Methamphetamine

N/A = not applicable; NM = never missing. Lifetime cigarette use is used to define a unit respondent and is
therefore never missing.

*Prior to imputing age at first daily cigarette use, lifetime daily cigarette use must first be imputed.

! Includes chewing tobacco and snuff.

2 Includes LSD, PCP, and Ecstasy.

3 Includes OxyContin®.

Includes methamphetamine.
Includes binge drinking frequency.

[ TN

Because there are numerous sets, some of the set-specific descriptions are explained as
deviations from the procedures applied to an earlier set. For example, imputation set 2 is
described in detail in Section 6.3.2, and the rest of the recency and frequency sets are described
in Section 6.3.5 as deviations from the procedures described in Section 6.3.2.

Because drug use was highly correlated with age, and to facilitate more timely
implementation of the imputation procedures, the model building and final assignment of
imputed values for all drug use variables were performed separately within three distinct age
groups: 12 to 17, 18 to 25, and 26 or older.

6.3.1 Lifetime Drug Use (Imputation Set 1)

The lifetime drug use variables were imputed using the single response propensity
(RP)/multiple prediction (PRD) type of PMN, as outlined in Section 3.4.3. In general, the
response rates for lifetime drug use variables were very high with less than 1 percent of cases
requiring imputation. These high response rates were observed, in part, because of the usable
case rule that requires that a respondent answer "yes" or "no" to the question on lifetime use of
cigarettes and "yes" or "no" to at least nine additional lifetime use questions.

Because the single RP/multiple PRD type of PMN was used for the lifetime usage
imputations, decisions had to be made on the order in which to fit the PRD models. Drugs later
in the sequence would have more covariates in their models, because drugs earlier in the
sequence were used as covariates after provisional imputation. The order in which the lifetime
indicators of use were imputed is shown in Table 6.5, with the exception of lifetime cigarette
use.” The lifetime use or nonuse of cigarettes was used to define a unit respondent for the
NSDUH and, therefore, did not contain any missing values.

% See Section 3.4.2 for a brief discussion of how order is determined for imputation sets that use the
multiple RP/multiple PRD or single RP/multiple PRD type of PMN.
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6.3.1.1 Response Propensity Step

The input to the weight adjustment model in the response propensity step for imputation
set 1 was the preliminary analysis weight, PANALWT. As with the 1999-2012 surveys, the
2013 survey implemented automatic routing of the respondent through the questionnaire based
on the respondent's answers, thereby skipping over (i.e., not asking the respondents) specific
questions. Within each drug module, one (e.g., for marijuana) or multiple (e.g., for
hallucinogens) questions were asked in order to establish whether the respondent had ever used
the drug in question during his or her lifetime. For more information on gate questions and
multiple gate questions, see section 6.2.1.

For an individual to be considered a lifetime use item respondent, he or she must have
complete data for all of the drug module gate questions: cigarettes; cigars; chewing tobacco;
snuff; pipes; alcohol; marijuana; cocaine; crack; heroin; inhalants; LSD; PCP; Ecstasy;
hallucinogens other than LSD, PCP, and Ecstasy; OxyContin®; pain relievers other than
OxyContin®; tranquilizers; methamphetamine; stimulants other than methamphetamine; and
sedatives. See Table D.3 in Appendix D for details of the covariates used in the RP models for
these variables.

6.3.1.2 First Prediction Step (Lifetime Smokeless Tobacco Use)

Many respondents who indicated lifetime use of smokeless tobacco seemed to be
confused regarding the difference between chewing tobacco (chew) and snuff, as was
demonstrated by their responses to questions regarding specific brands. For example, many
respondents who indicated use of chewing tobacco entered a snuff brand, such as Copenhagen™,
when asked about the specific brand of chew they used. As a result, one model for smokeless
tobacco (a combination of the chew and snuff responses) was fitted, rather than individual
models for chew and snuff. The probability of lifetime smokeless tobacco use was modeled for
item respondents within each age group, using the nonresponse-adjusted weights. SUDAAN's
RLOGIST procedure was used to perform dichotomous logistic regression’! to determine the
parameter estimates and probability of use for both respondents and nonrespondents.

6.3.1.3 First Provisional Hot-Deck Step (Lifetime Smokeless Tobacco Use)

In order to use lifetime usage of a given drug as a covariate for a drug later in the
sequence, it was necessary to create temporary imputed values in cases where the original
lifetime usage indicator was missing. Lifetime indicators for both chew and snuff were used as
covariates for later models, so it was necessary to create these provisional values. In the first
provisional hot-deck step, matching was done on a single predicted mean from the PRD step, but
missing values for both chew and snuff were replaced with the values from a donor within this
neighborhood.

91 SAS®-callable SUDAAN® was used to fit all dichotomous and polytomous logistic regression models.
Details about the logistic regression model and additional references can be found in RTI International (2012). SAS
software is a registered trademark of SAS Institute Inc. SUDAAN is a registered trademark of Research Triangle
Institute.
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If possible, donors and recipients were required to be from States with the same level of
smokeless tobacco usage (State rank®?), where the level of usage was defined in terms of the
weighted proportion of a given State's residents who were lifetime users of the drug.”> An
additional likeness constraint required the donor to match the recipient on any nonmissing
lifetime use indicators for child drugs. For example, if the lifetime use indicator for overall
smokeless tobacco was missing, but the recipient was known to be a lifetime nonuser of snuff,
then the donor must also have been a lifetime nonuser of snuff. If insufficient donors were
available within these constraints, they were loosened in the following order: (1) the delta
constraint was removed, and (2) both the State-rank and child lifetime drug indicator constraints
were removed, and the delta constraint was reapplied.

No logical constraints were placed on the neighborhoods for any of the lifetime usage
indicators. Even in the case of smokeless tobacco where more than one substance was associated
with a single predicted mean, leading to a multivariate assignment of provisional imputed values,
no logical constraints were necessary.

6.3.1.4  Analogous Prediction and Provisional Hot-Deck Steps for Remaining
Drugs

PRD models and provisional hot-deck steps were completed in a manner similar to that
described above for cigars, pipes, alcohol, inhalants, marijuana, hallucinogens, pain relievers,
tranquilizers, stimulants, sedatives, cocaine and crack, and heroin, with the following deviations:

* For cigars, pipes, alcohol, inhalants, marijuana, tranquilizers, and sedatives, only one
substance was associated with the predicted mean from the modeling stage. In these
cases, the donor directly supplied the overall drug use value rather than providing
values for child drugs that were then combined into a final usage measure as was the
case for smokeless tobacco.

» Because cocaine and crack were in two separate back-to-back modules in the 2013
NSDUH questionnaire, separate models were fitted for the two substances. However,
crack is a type of cocaine, so donors for the two substances were obtained using a
single neighborhood with multivariate matching.”* This was true regardless of
whether the item nonrespondent was missing only crack, only cocaine, or both crack
and cocaine. Once the neighborhood was defined, missing values for crack and/or
cocaine were replaced with the values from one donor within this neighborhood.

* For hallucinogens, pain relievers, and stimulants, predicted probabilities were
calculated for the parent drugs, and these probabilities were used to determine
neighborhoods for each group of drugs. Lifetime usage indicators were assigned for
LSD, PCP, Ecstasy, and "other" hallucinogens; OxyContin® and "other" pain
relievers; and methamphetamine and "other" stimulants. Lifetime usage indicators for

92 See Section 3.5 for a general discussion of State-rank variables.

93 Those with a missing lifetime use indicator for the drug were treated as lifetime nonusers.

%4 This provisional hot-deck program actually uses a multivariate delta constraint, but the distance from
donor to recipient is based only on the predicted probability of lifetime use of cocaine. This was done to avoid the
complexity of the Mahalanobis distance calculation. Strictly, this is neither univariate nor multivariate matching.
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the parent drugs were created later by combining the constituent parts, including the
"other" group of substances.

* Heroin did not undergo a provisional imputation step, because it was the last variable
in the imputation set.

6.3.1.5  Final Hot-Deck Step

Tables E.20 through E.23 in Appendix E provide details on the final hot-deck step for the
lifetime use indicators. Although the predictive mean vector could be large if several indicators
were missing, the hot-deck step included fairly simple constraints. Only one logical constraint
was used for lifetime use of pain relievers: those item nonrespondents who were known to have
used pain relievers, but both their OxyContin® and "other" pain reliever indicators were missing,
were required to have a donor who was a lifetime user of pain relievers. This pattern of
nonresponse occurs either when respondents respond affirmatively to PR04 (lifetime use of one
of the drugs appearing on the card, which includes OxyContin®) but fail to select any drugs from
the card in PRO4A or when respondents refuse to respond to each individual gate question (that
specifically ask about certain pain relievers) but then respond affirmatively to the probe question
PRREF.

No final imputation-revised variables indicating lifetime usage alone were created,
because this information was recorded in the final imputation-revised recency-of-use variables.
Imputation indicators also were not created, though temporary variables indicating that lifetime
usage was imputed were maintained to inform the creation of the recency-of-use imputation
indicators.

6.3.2 Imputation-Revised Cigarette Recency and Frequency of Use (Imputation Set 2)

As indicated in Table 6.5, the second set of drug use variables to undergo imputation
were the cigarette recency and 30-day frequency variables. The multiple RP/multiple PRD type
of PMN was used to process these variables.

6.3.2.1 Sequence of Imputation

Because recency-of-use and frequency-of-use variables for a given drug were in the same
imputation set, the calculation of predicted means for the frequency-of-use variables required the
item nonrespondents to be identified as provisional past month and/or past year users. For this
reason, cigarette recency was modeled prior to 30-day frequency, and provisional imputations
were performed to allow for the identification of provisional past month users of cigarettes.

6.3.2.2 First Response Propensity Step (Cigarette Recency of Use)

The input to the weight adjustment model in the response propensity step for imputation
set 2 was the preliminary analysis weight, PANALWT. To impute for missing recency-of-use
values for cigarettes, it was first necessary to define the domain within each of the three age
groups. Using the imputation-revised lifetime indication of use, the file was reduced to lifetime
cigarette users. Among these lifetime users, item respondents and nonrespondents were
identified across recency-of-use and 30-day frequency-of-use measures. If a valid response was
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provided for each drug use measure, the individual was deemed an item respondent for
cigarettes. Otherwise, he or she was an item nonrespondent. See Tables D.4, D.5, and D.6 in
Appendix D for details of the covariates used in the RP models for this variable.

6.3.2.3 First Prediction Step (Cigarette Recency of Use)

Using the adjusted weights, the probability of selecting each cigarette recency-of-use
category was modeled within each age group using polytomous logistic regression. SUDAAN's
MULTILOG procedure was used to estimate the parameters from the appropriate logistic model
from which predicted probabilities for each of the cigarette recency categories were calculated
for both item respondents and item nonrespondents. The four recency categories were the
following:

past month;
past year, not past month;

past 3 years, not past year; and

b=

lifetime, not past 3 years.
6.3.2.4  First Provisional Hot-Deck Step (Cigarette Recency of Use)

In order to define the domain for the cigarette 30-day frequency-of-use variable, it was
necessary to create temporary imputed values in cases where the original cigarette recency value
was missing. In order to save time and resources and because the imputation was only
provisional, a univariate matching procedure was implemented. The only predicted mean used
was the predicted probability of past month use, because past month use was the most critical
measure of recency of cigarette use.

If possible, donors and recipients were required to be from States with the same level of
usage of a given drug (State rank; see Section 3.5), where the level of usage was defined in terms
of the weighted proportion of a given State's residents who had used cigarettes in the past
month.” If insufficient donors were available within these constraints, they were loosened in the
following order: (1) the delta constraint was removed, and (2) donors and recipients were no
longer required to be from States with similar usage levels.

The only logical constraints placed on the neighborhoods involved cases where a general
recency category was available for a respondent and imputation was required to determine the
specific recency categories. The general recency categories that appeared are shown in Table 6.6.
Logical constraints ensured that only donors with allowable specific recency categories were
included in the neighborhood.

% Those individuals whose past month use status was unknown were treated as if they were not past month
users.
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Table 6.6 General Incomplete Recency Categories for Cigarettes

General Incomplete Recency Category Allowable Specific Recency Categories

Past month

Past year but not past month

Past 3 years but not past year
Lifetime but not past 3 years

Lifetime

Past month
Past year but not past month

Past Year

Lifetime, Not Past Year Past 3 years but not past year

Lifetime but not past 3 years

Lifetime, Not Past Month Past year but not past month
Past 3 years but not past year

Lifetime but not past 3 years

Lifetime, Not Past Month but within Past 3 Years Past year but not past month

Past 3 years but not past year

Past 3 Years Past month
Past year but not past month

Past 3 years but not past year
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6.3.2.5 Second Response Propensity Step (Cigarette 30-Day Frequency)

The input to the weight adjustment model in the response propensity step for imputation
set 2 was the preliminary analysis weight, PANALWT. The modeling of cigarette 30-day
frequency followed that of recency. The file was first reduced to the domain, which was past
month cigarette users, as defined by the provisional recency variable. Next, item respondents and
nonrespondents were defined according to the same criterion used for the cigarette recency
imputations. To be an item respondent, the individual had to have provided valid responses to
both the cigarette recency and 30-day frequency measures. The item response propensity
adjustment was then computed so that the respondents' weights accurately represented all past
month users of cigarettes. See Tables D.4, D.5, and D.6 in Appendix D for details of the
covariates used in the RP models for this variable.

6.3.2.6 Second Prediction Step (Cigarette 30-Day Frequency)

As stated in the previous section, only past month users of cigarettes were used to build
the 30-day frequency-of-use model. The response variable of interest in the 30-day frequency-of-
use models, prior to a normalizing transformation, was the proportion of the days in a month (30
days) on which a respondent used cigarettes. The range of values for the proportion was from
(greater than) 0 to 1. Hence, to model 30-day frequency of use, the following empirical logit
transformation was computed for all respondents:

log[(¥,+05)/(N -Y,+0.5)],

170



where Y; was the observed 30-day frequency for respondent i and N was 30, the total number of
days in the month that the respondent could have used the substance. This transformation was
nearly equivalent to the standard logit transformation:

Y =log[R/(1- )],

where P; was defined as the proportion of days in the past month on which respondent i used the
drug. The standard logit transformation was not used because it was not defined for daily users.”
Using the adjusted weights, a linear univariate regression model was then fitted using SUDAAN
software for the log-transformed variable Y; within each age group.

For cigarettes, the empirical distribution for 30-day frequency of use was in fact a
mixture distribution, with a positively skewed distribution from 1 to 29 and a spike at 30. This
substance was modeled using two separate models. One was a logistic model for daily use versus
nondaily use among past month users. For the nondaily past month users (i.e., those who had
used between 1 and 29 days), the model described above was used. In this case, the response
variable in a linear regression model was a logit of the proportion of the period (30 days) during
which a respondent used the substance. Both the predicted probability of daily use and the logit
of the proportion of the month used (assuming nondaily use) were used as predicted means in the
subsequent hot-deck step. The logit was back-transformed into a proportion before use in the
hot-deck step.

6.3.2.7  Final Hot-Deck Step (Cigarette Recency and 30-Day Frequency)

The full predictive mean vector for cigarettes contained probabilities associated with
several of the recency-of-use categories, a probability of daily use, and a predicted probability of
use on a given day in the past month. Each element in the full vector of predicted means was
adjusted so that all elements were conditioned on the same usage status whenever possible. The
elements in the predictive mean vector that could have potentially resulted are shown in
Table 6.7, with the assumption that only the lifetime usage is known. If other information about
the recency of use is known (e.g., past year user), the predictive mean vector is adjusted
accordingly. The portion of the full predictive mean vector used to determine the neighborhood
for a particular item nonrespondent was dependent on the pattern of missingness for that item
nonrespondent. If partial information was available regarding recency of use, then that
information was used to adjust the recency-of-use probabilities. The portions of the full
predictive mean vector used for each missingness pattern, with accompanying adjustments, are
provided in Table E.28 in Appendix E. The Mahalanobis distance was then calculated using only
the portion of the predictive mean vector that was associated with the given missingness pattern,
with elements appropriately adjusted. The likeness and logical constraints applied to each
missingness pattern are also available in Table E.28.

% If the respondent was a daily user of the substance, then
log[(Y + 0.5)/(N — Y + 0.5)] = log[(N + 0.5)/0.5] with N = 30 so that it was defined for all respondents. See Cox
and Snell (1989) for a discussion of the empirical logit transformation.
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Table 6.7 Elements of Full Predictive Mean Vector: Cigarettes

Drug Use Measure and Category of Interest Predicted Mean

Recency of Use, Past Month Use! P(past month user | lifetime user)

Recency of Use, Past Year but Not Past Month P(past year but not past month user | lifetime user)
Use!

Recency of Use, Past 3 Years but Not Past Year | P(past 3 years but not past year user | lifetime user)
Use!

30-Day Frequency of Use for Nondaily Users P(use on a given day in the month | past month
over Past 30 Days user, not a daily user) x P(not a daily user | lifetime
user) x P(past month user | lifetime user)?

Daily User over Past 30 Days P(daily user | past month user) x P(past month user
| lifetime user)?

! The final category for recency (lifetime but not past year or lifetime but not past 3 years) was not needed in the
predictive mean vector, because the multinomial probabilities summed to 1, and this probability was determined
by the other probabilities.

2 Interpreting the proportion of the month used as a probability of use on a given day in the month assumed that the
probability of use on each day in the month was equal, which was not true.

6.3.2.8 Final Variables (Cigarette Recency and 30-Day Frequency)

The final imputation-revised recency-of-use and 30-day frequency variables were
identified with the prefix IR, followed by a five-letter identifier, where a three-letter code
identified the drug (CIG) and the final two letters identified the measure (RC = recency of use,
FM = 30-day frequency). Each IR variable was accompanied by an imputation indicator with a
prefix II instead of IR. The levels for the imputation indicators were the standard levels used for
all imputation-revised variables: 1 = questionnaire data, 2 = logically assigned, 3 = statistically
imputed, and 9 = legitimate skip (not a lifetime user).

6.3.2.9 Recodes for Additional Analyses

From the final imputation-revised recency-of-use variable, three dichotomous indicator
variables were created to indicate cigarette use in the lifetime (CIGFLAG), past year
(CIGYEAR), or past month (CIGMON).

6.3.3 Imputation-Revised Cigarette Age at First Use (Imputation Set 3)

As indicated in Table 6.5, the third imputation set consisted of the cigarette AFU
variable. Unlike the recency and 12-month frequency-of-use variables, age at first drug use was
not statistically imputed in the surveys prior to 1999. Instead, missing values were excluded from
subsequent analyses. However, as with the 30-day frequency, missing AFU values have been
replaced using imputation since the 1999 survey. Also, recent drug initiates (i.e., those whose
current age was equal to or 1 year greater than the reported AFU) were asked the year and month
of their first use. To have this information for all users, both missing MFU and missing YFU for
less recent initiates (and recent initiates who did not report MFU and YFU) were replaced by
assigning values consistent with the respondent's current age, interview date, imputation-revised
AFU, and imputation-revised recency and frequency variables. To have complete date-of-first-
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use information, day of first use (DFU) was randomly assigned for all users. The combined data
gave the respondent's AFU along with the date of first use.

6.3.3.1 Response Propensity Step (Cigarette Age at First Use)

The input to the weight adjustment model in the response propensity step for imputation
set 3 was the preliminary analysis weight, PANALWT. To impute for missing cigarette AFU, it
was necessary to define the eligible population. Using the imputed recency of use, the files were
reduced to lifetime users of cigarettes. If a valid response was provided for the AFU measure,’’
the individual was deemed an item respondent. See Tables D.4, D.5, and D.6 in Appendix D for
details of the covariates used in the RP models for this variable.

6.3.3.2  Prediction Step (Cigarette Age at First Use)

The response variable in the model for AFU, before a normalizing transformation, was
the AFU as a proportion of the current age. The numerator in this proportion was an integer
representing AFU. However, because this integer was in fact a truncated version of the real AFU,
the value was made continuous by adding a random component between 0 and 1. Hence,
expressing the proportion as P; = Y;/N; , the numerator was given as

Y; = Age at First Use; + Uniform(0,1) random number .*®
The denominator in the proportion was the total age. The true age was known, based on the

interview date and birth date. Expressing it in years rather than days required dividing by the
number of days in the year:

N; = (Interview Date — Birth Date + 1)/365.25.

After a weight adjustment, the empirical logit transformation was used as the response variable
in a weighted linear univariate regression:

log[(¥,+0.5)/(N,-Y,+0.5)].
This transformation was nearly equivalent to the standard logit transformation:
v, =log[R/(1-R)],

which was not used, because it might be unstable for respondents who started using at their current
age.

97 Respondents who reported an age at first use of 1 or 2 were treated as item nonrespondents in the
response propensity and prediction steps, because of the implausibility of such a young age at first use. In the hot-
deck step, their response was left unchanged, but they were not allowed to be donors.

% In the event that the age at first use was equal to the age, ¥; was constrained so that it was equally likely
to be anywhere on the interval [4 ge at First Use; N;]. Thus, Y; was prevented from being greater than NV; .
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One unusual covariate used in the PRD model for cigarette AFU was a modified 30-day
frequency variable for cigarettes. It was defined as follows:

new30; = 0 if respondent i did not use cigarettes in the past month
= 30-day frequency  if respondent i used cigarettes in the past month

Naturally, the full model for AFU did not include the lifetime indicator for the drug in question,
because the model was built on cigarette users. A summary of the starting and final models can
be found in Tables D.4, D.5, and D.6 in Appendix D.

From the final model, a predicted value (based on the Y variable) was calculated for each
cigarette user, which was then back-transformed to produce a predicted cigarette AFU.

6.3.3.3  Hot-Deck Step

The imputation-revised cigarette AFU assignment was conducted using a single predicted
mean: the predicted AFU. Tables E.58 through E.60 provide a complete list of likeness and
logical constraints applied to the cigarette AFU imputations. The likeness constraints for AFU
were more stringent than those for the other drug use measures. Therefore, it was often necessary
to loosen the constraints. Once these likeness constraints were removed, some complex logical
constraints remained, based on the interview date, the birth date, and imputation-revised recency
and frequency values.

6.3.3.4  Date-of-First-Use Assignments

After the AFU imputations, all lifetime users of cigarettes had nonmissing AFU values.
Using this AFU, users were assigned values for MFU, YFU, and DFU. Recent initiates, or those
respondents whose AFU was within 1 year of his or her age, were asked for their MFU and YFU.
The DFU was not collected in the questionnaire and was missing for all respondents. The MFU,
YFU, and DFU data contained four patterns of missingness:

Pattern 1: Recent initiates: missing day of first use only;

Pattern 2: Recent initiates: missing month/day of first use;

Pattern 3: Recent initiates: missing year/month/day of first use; and

Pattern 4: Less recent initiates: missing year/month/day of first use.

For each missingness pattern, upper and lower bounds on the date of first use (i.e., the
earliest possible date of first use and the latest possible date of first use) were determined. Once
the earliest and latest possible dates of first use were determined, a day was randomly selected

from this interval. The imputation-revised month/day/year values were then extracted from this
date of first use.

6.3.3.4.1 Missingness Pattern 1

In this missingness pattern, a recent initiate provided all the information asked by the
questionnaire (i.e., both the MFU and YFU). However, to obtain a complete date of first use, a
DFU also was needed. Thus, a DFU was randomly assigned, given the respondent's MFU and
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YFU, in a way that was consistent with both the 30-day frequency/recency and AFU. Below is a
brief description of the process used to obtain a date of first use in such cases. The imputed YFU,
MFU, and DFU were extracted from the date, as defined below:

Final date of first use = Earliest possible date + [(Days between earliest and
latest date) * (a random number generated from a Uniform (0,1) distribution)],

where

Days between earliest and latest date = Latest possible date - Earliest possible
date + 1;

Earliest possible date = maximum [(AFU" birthday), (first day of the month
indicated by MFU/YFU)]; and

Latest possible date =

e minimum [(Interview date - 30-day frequency + 1), (1 day before the (AFU + 1)®
birthday)], if recency = 1;

e minimum [(Interview date - 30), (1 day before the (AFU + 1)™ birthday)], if
recency = 2; and

e minimum [(Interview date - 1 year), (1 day before the (AFU + 1)™ birthday)], if
recency = 3.

Note that it is impossible for recent initiates to have recency = 4 (lifetime but not past 3
years). Recent initiates had to have begun using the drug no earlier than their (AFU)™ birthday.
Because AFU = current age, or AFU = current age - 1, their (AFU)™ birthday was within the
past 2 years. Respondents who had begun using the drug within the past 2 years must logically
have last used the drug within the past 2 years, and therefore could not have had recency = 4.

In rare cases, the earliest possible date was set to 29 days before the interview. This
occurred for respondents meeting all of the following conditions:

1. The latest possible date was within 29 days of the interview.

2. The earliest possible date determined by the above rule was within a year of the
interview.

3. The recency = 1.

4. The 12-month frequency = 30-day frequency (if applicable), or the 12-month
frequency = 1.

Logically, all the lifetime usage of the drug for these respondents occurred in the past 30
days (including the interview date). The first condition ensures that the application of this rule
does not cause an inconsistency. The second condition implies that the drug was not used by
these respondents more than 1 year ago. The third and fourth conditions imply that the drug was
not used by these respondents in the interval (1 year before the interview, 1 month before the
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interview). Therefore, these respondents did not use the drug more than 1 month ago. All their
lifetime use must have occurred in the past month.

6.3.3.4.2 Missingness Pattern 2

The second missingness pattern occurred when a recent initiate provided his or her YFU
but did not provide an MFU. In such cases, a month and day were randomly assigned that were
consistent with both the respondent's frequency/recency and with the AFU range. The imputed
MFU and DFU were derived in the same manner as the date of first use in Missingness Pattern 1,
except with the following changes:

* For the earliest possible date, replace "first day of the month indicated by
MFU/YFU" with "January 1% of the YFU."

* For the /atest possible date, replace "last day of the month indicated by MFU/YFU"
with "December 31% of the YFU."

6.3.3.4.3 Missingness Pattern 3

Similar to Missingness Pattern 2, the third missingness pattern occurred when recent
initiates provided neither an MFU nor a YFU value. In these cases, the MFU, YFU, and DFU
were randomly assigned from a uniform distribution in a way that was consistent with both the
cigarette 30-day frequency/recency and the AFU. Again, the imputed MFU, YFU, and DFU
were derived in the same manner as described in Missingness Pattern 1.

6.3.3.4.4 Missingness Pattern 4

The fourth missingness pattern occurred when the respondent reported, or was imputed
to, an AFU at least 2 years less than his or her age. This case is analogous to data prior to the
1999 survey, where MFU and YFU were not asked in the questionnaire. In this missingness
pattern, the 30-day frequency was immaterial to the final date of first use because the respondent
could not have begun using in the past month:

Earliest possible date = AFU™ birthday, and
Latest possible date =

1 day before the (AFU + 1) birthday, if recency < 4; or

e minimum [(Interview date - 3 years), (1 day before the (AFU + 1)™ birthday)], if
recency = 4.

6.3.3.5  Final Age and Date-of-First-Use Variables

As with all other imputation-revised variables, the final imputation-revised date-of-first-
use variables were identified with the prefix IR, followed by a six-letter identifier, where a three-
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letter code identified the drug” and the final three letters identified the measure (AGE = age at
first use, MFU = month of first use, YFU = year of first use, DFU = day of first use). Each IR
variable was accompanied by an imputation indicator with the requisite II prefix. The levels for
the imputation indicators were the standard levels used for all imputation-revised variables: 1 =
questionnaire data, 2 = logically assigned, 3 = statistically imputed, and 9 = legitimate skip (not a
lifetime user). Because survey respondents are not asked for the specific day on which they first
used the drug of interest, all respondents in the domain receive [IxxxDFU = 3. Also, as indicated
above, only recent initiates are asked for the year and month of first drug use. Subsequently,
these questions have high rates of nonresponse because of the skip logic embedded in the
questionnaire, as all other individuals in the domain require imputation for their MFU and YFU.

6.3.4 Imputation-Revised Age at First Daily Cigarette Use (Imputation Sets 4 and 5)

In addition to AFU, the cigarettes module also included a question asking for the
respondent's age at first daily cigarette use, where a daily user was defined as someone who
reported having at some time smoked cigarettes every day for a period of at least 30 days.
Imputation procedures for age at first daily cigarette use were similar to AFU, with some key
exceptions as discussed below.

One such exception involved the domain of the AFU variable. Whereas the AFU question
was asked of all cigarette users, the age-at-first-daily-use question was asked of only daily users.
The "daily use" indication came from two sources. If a respondent answered either the 30-day
frequency or estimated 30-day frequency with a "30," or if the respondent had a "yes" value for
the edited variable associated with the "ever daily used" question (CIGDLYMO), then he or she
was considered a daily user. For more information about CIGDLYMO, see Section 6.2.7. The
"ever daily used" question (CIGDLYMO) can be thought of as a lifetime "child" drug to the
"parent" lifetime cigarette use question (CIGEVER). However, anyone who answers the 30-day
frequency or estimated 30-day frequency with a "30" is automatically skipped out of this
question. Therefore, it is necessary to obtain the imputation-revised cigarette 30-day frequency
(IRCIGFM) prior to imputing the lifetime-daily-cigarette-use variable (IRCDULF) so that it is
not included with the other lifetime drug indicators as part of imputation set 1. Instead, as
indicated in Table 6.5, the age at first daily cigarette use actually contains two separate
imputation sets. Imputation set 4 includes the lifetime indicator of daily cigarette use and
imputation set 5 includes the age-at-first-daily-cigarette-use variables. At this stage in the
process, there should be no missing responses to the 30-day frequency question, which were
imputed as part of imputation set 2 as discussed above. Daily users, based on 30-day frequency,
should be either known (based on a response in the survey) or imputed. However, responses for
the ever-daily-used question (CIGDLYMO) could still be missing, and, therefore, it was first
necessary to impute these values to define the domain for the age-at-first-daily-use variable.

%9 Exceptions to this rule occurred with marijuana and cigarette daily use. For historical reasons, marijuana
contained a two-letter code (MJ). Marijuana variables therefore ended with a five-letter identifier rather than a six-
letter identifier. The code for cigarette daily use was CDU, which differed from the general cigarette code of CIG.
Details about cigarette daily use are provided in Section 6.3.4.
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6.3.4.1 Response Propensity Step (Ever-Daily-Used Cigarettes)

The input to the weight adjustment model in the response propensity step for imputation
sets 4 and 5 was the preliminary analysis weight, PANALWT. To impute for missing values in
the ever-daily-used variable, it was necessary to define the domain: lifetime users of cigarettes
who had an imputation-revised 30-day frequency!'? of fewer than 30 days (includes legitimate
skip codes for lifetime but not past month users). If a valid response was provided in the ever-
daily-used variable, the individual was deemed an item respondent. See Tables D.4, D.5, and D.6
in Appendix D for details of the covariates used in the RP models for this variable.

6.3.4.2 Prediction Step (Ever-Daily-Used Cigarettes)

After the weights were adjusted, the ever-daily-used variable was modeled using
weighted logistic regression in SUDAAN. The predicted mean from this model was the predicted
probability of ever smoking cigarettes daily.

6.3.4.3 Hot-Deck Step (Ever-Daily-Used Cigarettes)

The predicted mean from the prior step was used in a straightforward hot-deck step,
which is summarized in Tables E.24 and E.25.

6.3.4.4  Hot-Deck Step (Age at First Daily Cigarette Use)

Instead of separately modeling age at first daily cigarette use, the predicted means from
the age-at-first-cigarette-use models were used to determine neighborhoods. The imputation-
revised age-at-first-daily-use assignment was conducted using univariate matching and
univariate assignment.

All the logical constraints applied to age at first cigarette use were also applied to age at
first daily cigarette use. Besides those logical constraints, an additional logical constraint was
applied specifically to age at first daily cigarette use. If the cigarette AFU was not missing for a
recipient with a missing age at first daily use, the donors were prevented from having an age at
first daily use earlier than the preexisting cigarette AFU. This constraint was applied as daily
cigarette users constitute a subset of all cigarette users. Therefore, daily use of cigarettes can be
thought of as a child drug for cigarettes, with a lifetime indicator and an AFU measure but no
recency or frequency. This association required that these variables remain internally consistent
for each respondent.

The likeness constraints were nearly identical to those used for cigarette AFU. There was
only one difference: an additional step was employed if no donor was found after loosening all of
the likeness constraints. In particular, if the AFU and age at first daily use were both initially

190 The imputation-revised 30-day frequency included responses from the 30-day frequency question
(CGO07), as well as the estimated 30-day frequency question (CGO7DKRE).
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missing, the imputed AFU was set back to missing and reimputed simultaneously with the age at
first daily use so that they were mutually consistent.!'”!

Subject to these constraints, the age-at-first-daily-use value of the randomly selected
donor was then assigned to the recipient.

6.3.4.5 Assignment of Date of First Daily Cigarette Use

After the imputation-revised age at first daily cigarette use was created, all daily cigarette
users had a valid age at first daily cigarette use. From this age, a year/month/day of first daily use
was assigned. The date assignment procedure was identical to the procedure described in Section
6.3.3.4 with the following exception. In the setting of the earliest possible date for daily cigarette
use, the overall cigarette date of first use was used as an additional bound. This was done for
cigarettes and other substances to ensure that the child drug's date of first use was never earlier
than the parent drug's date of first use.

6.3.4.6 Final Variables

The final imputation-revised date-of-first-daily-cigarette-use variables were named in the
same manner as described in Section 6.3.3.5. However, the three-letter identifier for cigarette
daily use was CD2. As with the general cigarette use variables, each IR variable was
accompanied by an imputation indicator with a prefix II instead of IR.

6.3.5 '"Other" Drugs Recency and Frequency

Imputation for the parent and child recency and frequency variables for imputation sets 6,
8, 10,11, 13,15,17,19, 21, 23, 25, 27, and 29 in Table 6.5 (smokeless tobacco, cigars, pipes,
alcohol, inhalants, marijuana, hallucinogens, pain relievers, tranquilizers, stimulants, sedatives,
cocaine, and heroin, respectively) was done in a manner similar to that described above for
cigarettes. The following deviations from the process described for cigarettes applied to these
"other" drugs.

The order of imputation for smokeless tobacco and cigars was identical to that for
cigarettes, with recency of use being modeled first, followed by 30-day frequency. However, not
all imputation sets included the same variables. Alcohol, inhalants, marijuana, hallucinogens,
cocaine and crack, and heroin also included a measure for 12-month frequency of use. For these
drugs, imputation proceeded in the following order: recency of use, 12-month frequency of use,
and 30-day frequency of use. For a given drug, this ordering allowed recency of use to be
included in the model for 12-month frequency of use and allowed 12-month frequency of use to
be included in the model for 30-day frequency. Further, this ordering allowed the provisional
recency of use to define the domains for the frequency measures. Alcohol also had a measure for
binge drinking frequency, which was modeled after the 30-day frequency-of-use variable so that
the provisionally imputed value could be used as a covariate in the binge drinking frequency
model. For pain relievers, tranquilizers, stimulants, and sedatives, the respondents were not
asked to report their 30-day frequency of use. For these imputation sets, recency of use was

101 Though it has occurred in prior years, the situation where no donors were available, even after loosening

all constraints, did not occur in the 2013 NSDUH.
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completed first, followed by the 12-month frequency-of-use variable. For pipes, the respondents
were only asked about their most recent use, and no information was collected regarding
frequency of use in the past year or month. Therefore, only the recency-of-use variable required
modeling and imputation.

6.3.5.1 Recency of Use
6.3.5.1.1 Response Propensity Step

The input to the weight adjustment model in the response propensity step for the parent
and child recency-of-use variables was the preliminary analysis weight, PANALWT. Similar to
cigarettes, the eligible population for the recency-of-use models included all lifetime users of the
drug of interest as identified by the imputation-revised lifetime drug use variables. However, the
identification of respondents and nonrespondents for the purpose of imputation differed from
drug to drug depending on the information collected in the questionnaire. In general, an
individual had to have provided a valid response to all variables included in the imputation set to
be classified as a respondent. If the imputation set included both "parent" and "child" drugs
(Table 6.1), then this requirement extended across all observed measures of drug use. For
example, to be classified as a respondent for the hallucinogens imputation set, a valid response
must be provided for the overall hallucinogens recency of use, 12-month frequency of use, and
30-day frequency of use, as well as the recency of use for LSD, PCP, and Ecstasy questions. See
Tables D.7 through D.45 in Appendix D for details of the covariates used in the RP models for
these variables.

6.3.5.1.2 Prediction Step

Only cigarettes, cigars, chewing tobacco, and snuff included a recency category for past 3
years but not past year. For all other drugs except pipes, the outcome variable was a three-level
categorical variable with the following levels:

1. past month

2. past year, not past month

3. lifetime, not past year
For pipes, the outcome variable had only two levels:

1. past month

2. lifetime, not past month

Because cigarettes were the first recency/frequency imputation set, it was not possible to
include the recency information for other drugs as covariates in the PRD model. However, for
drugs other than cigarettes, recency-of-use covariates for cigarettes, alcohol, and marijuana
replaced the lifetime indicators where applicable. For example, the PRD model for alcohol
included recency indicators for cigarettes but only included the lifetime usage indicator for
marijuana because this drug comes later in the sequence.
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6.3.5.1.3 Provisional Hot-Deck Step

For certain cases, a general recency category was assigned during the editing process, and
the specific recency was then determined during imputation. However, the categories available
for both the general recency and the specific recency varied from drug to drug depending on the
number of levels included in the recency-of-use measure. The allowable general and specific
recency categories for cigarettes are shown in Table 6.6. The same categories apply to cigars,
chewing tobacco, and snuff. For all other drugs except pipes, the only general incomplete
recency categories that were applicable were lifetime and past year (the first two rows). For
pipes, only the lifetime category was applicable. Logical constraints ensured that only donors
with allowable specific recency categories were included in the neighborhood of potential
donors.

Occasionally, more than one substance was associated with a single predicted mean,
leading to a multivariate assignment of imputed values. However, for the provisional imputed
values, a multivariate assignment was necessary only if the substances associated with a single
predicted mean were of equal standing. This occurred with smokeless tobacco, which consists of
chewing tobacco and snuff. No provisional imputed values were determined for substances that
were a subset of the substance associated with the predicted mean (parent/child drugs). Examples
of such situations included cocaine (parent) and crack (child); pain relievers (parent) and
OxyContin® (child); stimulants (parent) and methamphetamine (child); and hallucinogens
(parent) and LSD, PCP, and Ecstasy (child).

As with lifetime use, one model for smokeless tobacco (a combination of the chew and
snuff responses) was fitted rather than individual models for chew and for snuff. The nearest
neighbor hot-deck neighborhood was then based on the predicted probability of past month use
of smokeless tobacco. Missing recency-of-use values for chew and/or snuff were replaced with
the (provisional) values from a donor within this neighborhood. The provisional recency of use
for smokeless tobacco was obtained by combining the recency-of-use information from chew
and snuff.

6.3.5.1.4 Hierarchical Modeling

For certain drugs, the proportion of users who were past year users was quite small when
compared with the total number of lifetime users. The lopsided distributions!'®? for these drugs
caused convergence problems when fitting polytomous logistic models. This problem occurred
with the following set of drugs that were either rare overall or were rare within one or more age
groups: inhalants, hallucinogens, sedatives, stimulants, tranquilizers, and heroin. To alleviate this
problem, the single polytomous logistic model was replaced with two dichotomous logistic
models'® that were fit hierarchically.

102 A "lopsided distribution" in the context of recency of use is where, among the categories of past month
use, past year but not past month use, and lifetime not past year use, only a small minority of respondents gave a
response of "past month use."

103 The set of covariates used for these dichotomous logistic models were the same as those for logistic
modeling given earlier in this section.
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As with the polytomous logistic model, the first dichotomous logistic model was fit
among lifetime users, but the past month and past year but not past month categories in the
response variable were collapsed into a single level. In a similar manner to other recency-of-use
models, respondents' weights were adjusted so that they represented all lifetime users. The
predicted probability of past year use given lifetime use was obtained from this model.

The second model was limited to past year users, where the response variable had two
levels: past month and past year but not past month users. For the second model, respondents'
weights were adjusted so that they represented all past year users. In order to do this, it was
necessary to completely define the domain of past year users. Missing values were provisionally
imputed to past year or not past year use by randomly allocating the response using the predicted
means from the first model.

From the two dichotomous logistic models, both the probability of past month use and
the probability of past year but not past month use were obtained and used in the provisional hot-
deck program for recency. Once the predicted means were determined from the two models, a
single vector of predicted means conditional on lifetime usage, as with the polytomous logistic
models, was determined as follows:

P(past month use | lifetime use) = P(past month use | past year use) < P(past year
use | lifetime use), and

P(past year, not past month use | lifetime use) = P(past year, not past month
use | past year use) x P(past year use | lifetime use).

6.3.5.2 12-Month Frequency of Use

The modeling of 12-month frequency sequentially followed that of recency of use for
alcohol, inhalants, marijuana, hallucinogens, pain relievers, tranquilizers, stimulants, sedatives,
cocaine and crack, and heroin.

6.3.5.2.1 Response Propensity Step

The input to the weight adjustment model in the response propensity step for the 12-
month drug frequency-of-use variables was the preliminary analysis weight, PANALWT. The
eligible population for the imputation of 12-month frequency of use was past year users of the
drug in question (as defined by the provisional recency of use). The item response indicator and
the response propensity adjustment were defined among the past year users of each drug. Item
respondents were defined using the same criterion as was used in the recency-of-use imputations.
Namely, the respondent had to have a valid response to all of the applicable measures for the
drug of interest. The item response propensity adjustment was then computed so that the
respondents' weights accurately represented all past year users of the drug. See Appendix D for
details of the covariates used in the RP models for these variables.

6.3.5.2.2 Prediction Step

As indicated in the previous section, only past year users of the drug of interest were used
to build the 12-month frequency-of-use model. The response variable of interest in the 12-month
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frequency-of-use models for most respondents, prior to a normalizing transformation, was the
proportion of the days in a full year (365.25) on which a respondent used a particular drug. For
example, if a respondent entered a 12-month frequency of 100, the (untransformed) response
variable of interest would be 100/365.25. Some respondents, however, started using the drug
within the past year. If they responded to the MFU question, the difference between the MFU
and the date of the interview indicated the total time period during which they could have been
using drugs.!% If the date of the interview was July 10, for example, and the MFU was March of
the same year, the maximum period during which the respondent could have used is the number
of days between March 1 and July 10 (inclusive), or 101. Thus, if a respondent entered a 12-
month frequency of 100, the (untransformed) response variable of interest would be 100/101
instead of 100/365.25. The range of values for the proportion was from (greater than) 0 to 1.
Hence, in order to model 12-month frequency of use, the following empirical logit
transformation was computed for all respondents:

e[ (1 +05)/(N, ~1,+05)]

where Y; is the observed 12-month frequency for respondent i and N; is the total number of days
in the year that respondent i could have used the substance. This transformation is nearly
equivalent to the standard logit transformation:

Y =log[R/(1-B)].

where P; is defined as the proportion of days in the past year in which respondent i used the
drug. The standard logit transformation was not used because it was not defined for daily
users.!?® Using the adjusted weights, a linear univariate regression model using SUDAAN
software was then fitted for the log-transformed variable Y; within each age group.

* Covariates: Because the 12-month frequency models were limited to past year users,
only two recency categories could have resulted: past month use and past year but not
past month use.!%® Hence, recency of use for the drug being modeled was represented
as a covariate in the 12-month frequency-of-use model by a single indicator variable
representing these two categories. Imputation-revised recency of use for other drugs
was used if available. If the missing values for a given drug's recency of use had not
yet been imputed, a single covariate was used that indicated lifetime usage of that
drug. To control for State variations in drug use, the State-rank groups defined for the
recency-of-use imputations were included as covariates in the 12-month frequency-

104 If a respondent initiated use in the past year (according to his or her age-at-first-use response), but did
not answer the month-at-first-use question, then the maximum period the respondent could have been using drugs
was assumed to be 365.25 because no other information was available.

105 If the respondent was a daily user of the substance, then
log[(Y + 0.5)/(N — Y + 0.5)] = log[(N + 0.5)/0.5] with N =365.25 so that it was defined for all respondents. See
Cox and Snell (1989) for a discussion of the empirical logit transformation.

106 For item nonrespondents, where parameter estimates were used to determine predicted means, past year
use was defined based on a provisional imputation.
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of-use models.'?” Appendix D provides a complete summary of the 12-month
frequency-of-use models.

* Predicted Means: The predicted mean that resulted from the 12-month frequency-of-
use model was a logit of the proportion of the year used. This logit was back-
transformed into a proportion for use as the variable from which the neighborhoods
were created. This proportion could be treated as a probability, which, in turn, could
be multiplied by the probability of past year use to make the predicted mean
conditional on lifetime use of the drug in question. When calculating predicted means
for some item nonrespondents, sometimes it was not known whether they were past
year users. Hence, to make the predicted means conditional on the same recency of
use, the variables were transformed to make them conditional on what was known.

6.3.5.2.3 Provisional Hot-Deck Step

For imputation sets that included both 12-month frequency and 30-day frequency—
alcohol (Set 11), inhalants (13), marijuana (15), hallucinogens (17), cocaine and crack (27), and
heroin (29)—it was necessary to provisionally impute the 12-month frequency-of-use variable so
that it could be used as a covariate in the 30-day frequency-of-use imputations.

The logical constraints involved the interview date, incidence (AFU, MFU, and YFU),
birthday, recency of use, and 30-day frequency of use. The likeness constraints used in the
assignment of values for 12-month frequency of use were similar to those used for recency of
use. State-rank groups were again based on level of past month usage. Recipients and donors
were also required to have the same recency of use (past month vs. past year but not past month),
whether that recency of use was reported or imputed.'®® If no donors were available within these
constraints, then they were loosened in the following order: (1) the delta constraint was removed,
(2) donors and recipients were no longer required to be from States with similar usage levels, and
(3) donors and recipients were no longer required to have the same recency of use.

6.3.5.24 Assignment of Provisional | mputed Values

For all drug use measures except 12-month frequency, the observed value of interest was
donated directly to the recipient. However, because donors and recipients could potentially have
had a different maximum possible number of days in the year that they could have used a
substance, the observed proportion of the total period was donated rather than the observed 12-
month frequency. In the assignment step, the donor's proportion of the total period was
multiplied by the recipient's maximum possible number of days in the year on which he or she
could have used the substance in order to arrive at a 12-month frequency-of-use value for the
recipient.

107 As with the recency-of-use models, for a few cases, the State-rank variable could not be included in the
model. Usually, but not always, the age group/drug combination that had problems was the same for recency of use
and 12-month frequency of use.

108 Because all respondents in the 12-month frequency-of-use imputation were past year users by definition,
item nonrespondents who were past month users required donors who were past month users, and item
n